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Phase Control Approach to Hysteresis Reduction
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Abstract—This paper describes a method for the design of com- Ount Ot
pensators able to reduce hysteresis in transducers, as well as two -7
measures to quantify and compare controller performance. Rate ot Topat
independent hysteresis, as represented by the Preisach model of M /(/1/
hysteresis, is seen as an input—output phase lag. The compensation
is based on controllers derived from the “phaser,” a unitary gain # Looping ?) Branching

operator that shifts a periodic signal by a single phase angle. A ] ]

“variable phaser” is shown to be able to handle minor hysteresis Fig- 1. Hysteresis loop and branching.

loops. Practical implementations of these controllers are given and

discussed. Experimental results exemplify the use of these tech- ) -

niques. ——> Hysteresis —
Index Terms—Compensation, hysteresis, intelligent materials,

phase control, piezoelectric transducers, smart materials, trans-
ducers.

Fig. 2. A black box representation of hysteresis.

I. INTRODUCTION This definition also includes hysteresis with nonlocal

) ) _ memory, which implies the existence of minor loops. This will
H YSTERESIS relates to looping graphs which associaf frther discussed in Section IIl. Hysteresis is often part of

two scalar time-dependent quantities other than in termismore complex system with dynamics, but in this paper we
of a single valued function [see Fig. 1(a)]. Hysteresis is @fcys on a case which applies to transducers having hysteresis.
interest in many different areas: ferromagnetics, SUPErconycormation available in the input—output behavior may be
ductivity, spin glasses, semiconductors, economics [8], afideq to characterize hysteresis. In this paper, we attempt to sum-
physiology [22], to mention a few. It is characteristic of ransyayize it using a small set of parameters, possibly just one, for
ducers based on “smart materials,” because these transdugetSyesign of practical compensators that can cope with hys-
rely on modifications of stress-strain relationships invariablresjs. This desire for simplicity is motivated by economical
associated with hysteretic behavior. and computational considerations. While the method developed
Loops are created when an input is varied back and forth R-is paper is primarily intended for electromechanical trans-
tween two consecutive extrema. This is not the essence of Nygers it could probably also be applied in some other areas.
teresis however, it is a partlcu.lar case of _branchlng, which The Preisach model of hysteresis is a general model of rate
occurs at the reversals of an input [see Fig. 1(b)] and whefRiependent hysteresis. It represents well the electromechanical

memory is encoded. o behavior of a number of “smart materials” [14]. We will use
There is no agreement on a general definition of hysteresis, e of its properties.

Since the present work is motivated by systems engineering, a
black box representation of the system is adopted (Fig. 2) along
with the following definition [33].

Definition 1: At any timet, the outputy(¢) of a system de-  In [9], Ge and Jouaneh used a combination of a feedforward
pends not only on the inpui(¢), but also on its previous trajec-controller including a nonlinearity with a proportional integral
tory (memory). The input—output relationship is invariant withjerivative (PID) feedback loop to reduce hysteresis in an ac-
respect to changes in the time scale (rate independence). Wheior represented by the Preisach model. The inverse of this
a system has memory and is rate independent, it is said to hawsdel was used as part of the controller stored in a lookup table.
hysteresis This technique was also used in [13], [14], [24] to compen-
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Korson and Helmicki used aH .., design method to develop Yop
a controller which explicitly deals with the model uncertainty :
of the thermal dynamics of a shroud combined with the hys-
teresis of a valve [17]. A model of hysteresis was obtained from u
the describing function method. The main concern was the pos- 1
sible occurrence of limit cycles in closed loop. In [5] a robust
controller was applied to a bimorph actuator, which achieved
disturbance decoupling with a small steady-state tracking erfdg- 3. Relay as a basic hysteresis operator.
and fast settling time. A nonlinear model was first linearized,

then anH, design was used to find a controller, however only @) o -
simulation results are presented in this reference. o S ___|___
Attempts were made to use artificial neural networks to com- o= u(t)

pensate for the hysteresis caused by backlash in mechanical sys-
tems, as in Seidit al.[26]. Physical analysis of the system non-
linearities and optimal control were used to design the neural
network structure.

Adaptive control is also an approach to the control of plants Triangle
with hysteretic behavior. Tao and Kokotouiteveloped such T
controllers to reduce the effects of hysteresis-like nonlinearitig 4. Limiting triangle for the Preisach model.

[31]. The plant model consists of a linear part preceded by a hys-

teresis block representing the actuator. An adaptive hysteresis ) ) .

inverse was cascaded with the plant so that the rest of the cifieres(«, ) is the Preisach function. In thé-« plane, each
troller could be linear. Tao used a similar idea, but the plant wRSiNnt of the half planex > /3, is identified with one relay. Each
represented by two nonlinearities, one at the input and oneg'@@Y has only local memory, but collectively, they create non-
the output [30]. All these ideas were collected in a recent boffic@ memory. _ _

by Tao and Kokotovid32]. Adaptive control applied to a lin- '€ limiting triangleT” in the -« plane, graphically de-
earized Preisach-like model was also described in [34]. scribed in Fig. 4, corresponds to closed major loopg(so /3)

Model-based nonlinear control methods for magnetostrictif® €qual to zero outsid&(«o, o) except on the liner = 3
materials were presented in [27], and [28] because transducfich may extend indefinitely to describe degenerate relays
based on these materials exhibit significant hysteresis. The cHft yield no memory. _ o
trol method consists of a linear perturbation feedback law used™t @1 timez, the triangleT’(«o, fo) is subdivided into two
in combination with an optimal open-loop nonlinear controllefets:5 ™ (t) consisting of the points for which the corresponding

The feedback control is constructed through linearization of tHePPerators are in tt‘e up position, afid (#) consisting of the
perturbed system and is efficient for on-line implementation. PCINts for which they-operators are in the down position. The
interfaceL(t) betweens+ andS~ is a staircase line whose ver-

tices havex andg3 coordinates coinciding with the local maxima
and minima of input at previous instants in time.

This model is extensively discussed in [4], and [18], refer- The subdivision of the limiting triang!&( v, 3o ) as the input
ences on which this section is based. The Preisach model repgies is what describes the Preisach model’s memory state. Past
sents well the behavior of hysteresis encountered in transduqﬁﬁjt extrema are encoded in the shape of the staircase and this
and provides insights for the design of compensators. is what gives it nonlocal memory. In particular, alternating se-
ries of dominant input extrema are sorted and all other input
extrema are “wiped out.” Moreover, minor hysteresis loops cor-

The model can represent hysteresis with “nonlocal memoryésponding to back-and-forth variations of inputs between the
In other words, the future values of the outpit), (* > t9) same two consecutive extremum values are congruent up to a
depend not only og(¢o) but on past extrema of the input [18].translation and closed.

The special case of “local memory” implies that the value of the
outputy(to) at some instant and the value of the inpit) at B Relationship with Phase

all subsequent instants in timte> ¢, uniquely determine the Fia. 5 sh . | ted aft inout si I
future value ofy(#). ig. 5 shows a minor loop created after an input signal is

The Preisach model considers an infinite set of relay operatgPsried between; andg,. The trianglel'(a, (1) is added to

4 (Fig. 3), wherea and 3 correspond to the up and downthe positive sef T (subtracted fron$—) when the input reaches

switching values of the inpity > /3) where the output switches
between+1 and—1.

The weighted response of an infinite collection of relays
summed over all possible switching values

Ill. THE PREISACHMODEL OF HYSTERESIS

A. Succinct Description

a1, and subtracted froriT (added taS—) when reaches; .

When the input is atv; the interface linel.(t) is just a line
garallel to thes axis, creating a set of past extrema (one corner
at the intersectiony; and ). When it is atj;, the interface
line L(t) is a step as shown in Fig. 5, creating a different set
of past extrema (same as before plus the cornérats; )).
This difference is what causes the loop to trace two different

y(t) = Tlu(t)] = / / >8u(a,/3m,@[u(t)1dadﬁ 1)
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B Fig. 6. Block representation of a transducer with hysteresis.
%ﬂangle . .
(o because they are designed to act on phase alone, even if a trans-

ducer does not satisfies all the conditions needed by the repre-
sentation theorem of the Preisach model [18].

The Preisach model maps a Sobolev space into itself, the
space of truncated functions€ F = {u : Rt — R} for
paths (ascending and descending) according to the state of\ich the Sobolev nomnuHle — [foT(QQ + u2)dt]Y? is fi-
interface lineL(t). nite [11]. Since a linear time invariant system also maps signals

In Sections V and VI, we will develop controllers motivatedn this space into itself the configuration of the plant above will
by the resemblance of hysteresis with phase lag. The Preisaeip W20, 7] into itself as well.
model would then predict that, unlike input—output phase in
linear systems, lag due to hysteresis depends on the amplitude V. THE “PHASER’

of the input, and more generally on past input extrema, but not . ; - .
on frequency. The notion of “apparent phase shift” between input and

output motivates the design of controllers which act specif-
ically on phase. When a periodic input signal with period
T, is applied to a system with hysteresis, the output has in
Hysteresis is often part of a system having other dynamigeneral the same period. This can be viewed as a point which
[18]. In practice, the input to the hysteresis model may not eavels along a loop, where the time spent by the point to
accessible, and that its output may be hidden. However, we cé@turn to the initial position is als@. For systems with rate
sider the input and output of a transducer to be accessible by Btslependent hysteresis,ift) = cos(wot), with wy = 27 /Ty,
servation or by other techniques. A transduger P[«] having theny(t) = f(wot — ¢), with ¢ > 0. The output has the
hysteresis is such that the gain and phase both are functionsamhe period as the input but is shifted in phase; so the phase
the magnitude of the input signal, in addition to being a functid produced by the nonoverlapping ascending and descending

of frequency paths in the loop.
Periodic signals which are square integrable over a single pe-

\P(jw)| = fmiw, [u]), and /P(jw) = f,(w, [u). (2) riod 7, can be decomposed in terms of a Fourier series [20]. If a
T PV system maps the Sobolev space into itself, as it is the case here,

A representation may have the structure of a Volterra seri@§ condition above is satisfied

Fig. 5. Hysteresis loops and their limiting triangles.

IV. PLANT MODEL

(a sum of operators), and may be limited to a finite number of o0
terms [3], [23], [25]. If only two are considered flwot — @) = apg + Z[ak cos(kwot) + by, sin(kwot)].  (4)
k=1
y = L[u] + T[] G y(t) is referenced to the input(t), all the components of

) . ) i . the output are shifted by some angle. It is possible to speak of
whereL represents a linear time invariant filter, aiidepresents phase shift between the input and the output. In particular, for

rate independent hysteresis. This is illustrated in block diagrqmE Preisach model, this phase shift does not depend on the fre-
form by Fig. 6, where hysteresis is connected in parallel toq%lency of the input signal.

linear filter. . _ , Definition 2: (Localized Phase)for a periodic input signal
Transdgcers containing hysteresus, as observed in real STY(SF) e W2[0,T] of arbitrary frequency applied to a system
tems, fall in one of the foIIovymg cases: _ having rate independent hysteresis, the frequency invapant
* nonsaturated and rate independent (e.g., ceramic actuagfifzed phasés defined as the phase between the ingitj and

[10]); the outputy(t), i.e., /T = Zy(t)/u(t).
« saturated and rate independent; This definition must be regarded as tentative since phase is
* nonsaturated and rate dependent (e.g., [6]); not well defined for nonlinear systems. In practice, we use phase
« saturated and rate dependent (e.g., shape memory all@¥imates based, for example, on the first harmonic, as in Sec-
actuators ¢mA) [1]). tion VIII. The phase shift is a distortion acting on a periodic

The block diagram in Fig. 6 may be augmented with a saturiaput. In other words, hysteresis can be seen as a phase lag be-
tion at the output or at the input. Loops can also be symmettigeen a periodic input and the corresponding output. The natural
or asymmetric. Piezoceramic actuators usually yield symmetvi@y of correcting this problem is to reverse its effect.

loops [6], while SMA actuators yield asymmetric loops [14]. Definition 3: (Phaser): A phaser Ly, is an operator that

The controllers described in this paper achieve significant hyshifts a periodic input signal by a constant angle> 0, and
teresis reduction under most of the conditions mentioned abdwas unity gain.
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The phaser can be viewed as the counterpartgafiawhich
modifies the magnitude of an input signal but not its phase. The
operatoiL,, mapsiW[0, T]into itself. In the frequency domain

Lya(jw) = a+jb,  [Lpa(jw)| =1 and _ _ o
Fig. 7. Phaser in tandem connection with the plant.

ZLpa(jw) = d) (5)
In the time domain, the system is the product of an impulse output y output uf output y /
function with the complex number + 5b. 7
The phaser has two important properties, superposition / / A
and noncausality. Superposition follows from linearity. Non- Tnpat u input r = e
causality prevents direct online implementation. /A % /
/ |
. 4
A. Compensation a) b) o

In the low frequencies, where hysteresis dominates, a bang- 8
limited phaser can be used to produce the inverse phase func{:igh '
of the hysteresis betweerft) andy, (¢), as in Fig. 7, where(t)

(a) Hysteresis with saturation. (b) Phaser. (c) Composite loop.

is shifted by an angle > 0 with respectto(¢) andy; (¢) will be

shifted also, but by an angles with respect tas(t). The angle input output
¢ is the localized phase far(t). The phase angle betweeft) X1 variable | Y| pracer L% Systemwith | Y
andy, (¢) is reduced. The phase introducedlbis neglected in phaser ysteresis

the low frequencies since it is a linear filter, it must be zero or a 2nd stage  1st stage

multiply of 7 /2. Fia 9. Controller di
Since bothr(¢) andy(t) are in phase, the fundamental com:'d- 7+ ~ontroler diagram:

ponent ofy(t) is similar to the input-(¢), and the difference

e(t) = y(t) — r(t) is smaller than the uncompensated erraxhereg; > 0 andg, < 0, ands isillustrated on Fig. 8(c) where

y(t) — u(t). It should be small since higher harmonic compaca change in the orientation of the loop occurs. The angle is still
nents of the output usually have decreasing coefficients. Timelependent of frequency but depends on the magnitude. The
main component will be in phase with the referentg. e(t) is  phase angle of the phaser can be designed to meet any variation
a distortion or noise on the output that can be compensated fufrthe loops, since it depends on the input signal only. Such a
as other distortion signals, by feedback. Moreover, the highsonlinear phaser will be termed a “variable phaser.”
components are phase shifted the same way. For the same com-
pensation and compared to the input signal, they will be all
shifted by the same phase angle. Note that the composite system
in Fig. 7 has hysteresis but it is now hidden. The phaser is noncausal, so an approximation must be found
to use it online. Filters can be built which add phase over a lim-
ited frequency range, at the expense of a small variation in gain.
We propose to use one of the three methods described below.

In practice, the angle varies with the magnitude of the input  The anglep is the sole parameter needed for design. It can be
signal, so a fixed phaser will yield an imperfect compensatiQqstimated from the phase plot of the empirical transfer function
[7], typically as in Fig. 8. Depending on the input amplitudestarting in the quasistatic range as will be shown in Section VIII.
there is over or undercompensation. Alinear system in the quasistatic range has a zero phase angle or

Imperfect compensation yields an input-output phase pl@iultiple ofx /2. For a system with hysteresis, the phase angle
having several loops with different phase angles. However, tig) e finite in the quasistatic range, close to either zero degrees
result can be further improved by successive approximatios.a multiple ofr /2 degrees. The linear part of the plant will
The second approximation involves the use of another phasey#€ld an experimental transfer function, but the phase plot will
provide a positive anglg, for the middle loop, and a negativeajways appear to be shifted ydegrees over the whole range
angle¢, for the others. These angles, can be obtained consjg-halimark of hysteresis). This is illustrated by Fig. 19 which
ering each loop independently from the others, and estimatigigows a quasi constant phase over a range of two decades in the
the phase between input and output. The control strategy is W, frequencies for a piezoceramic actuator (the phase varies

VI. |MPLEMENTATION

B. Nonlinear Phaser

as shown in Fig. 9. with amplitude from—1.5 to—4 °), or by Fig. 14 which starts
A nonlinear phaser has a phase angle which varies #m gt —38° for a SMA actuator.
to ¢

A. Implementation Based on the Hilbert Transform

(jw) = Lpa(jw)r(jw), LLpa(jw) = ¢1 if || < s ©6) A similarity exists between the phaser and the Hilbert trans-
Jw) = Lpa(jw)r(jw), LLpa(jw) = @2 if 7] > s form commonly used in communication systems [21]. It is a
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filter H(f) = —j sgn(f) that shifts a signal by-« /2 for posi- g ]
tive frequencies and-r /2 for negative ones. What is needed is EE 0 £ ) /
specify any phasé ¢ (0,7/2), that is ST é"‘“
eI >0 g5 O ' ,,A‘b-ﬂ
H(fy=<0  f=0 (7) Eol -1 EEJ,7
e [<0 ol a2 ol! )
in which case, the impulse response is Frequency Frequency
o @ (b)
LH(f) - Cos(d)) T Sm(d)) Sgn(f). (8) Fig. 10. Frequency response. (a) Ideal phaser. (b) Approximation.
Equation (8) is a representation of the phaser in terms of the
Hilbert transform. In the time domain or in the time domain
y(t) = cos(p)u(t) + sin(P)a(t). 9) sin(é) |
u(®) = cos(yu(t) + g (14

The output of the system is a linear combination of the input @

signglu(t) and _of its Hilbert transfqrr_m(t_). This resembles a PD controllef(s) = kp + kps.
This can be implemented as a finite impulse (FIR) responseif the angles varies with the input magnitude, (13) becomes
filter, a FIR Hilbert transformer [29]. LeH (jw) be its ideal

transfer function, then, to have unity gain response a2l sin(e(|u(?)])
phase lag at all frequencies Ly (jw, [u(t)]) = cos((|u(t)])) + — s (15)
H(jw)=e ™ =—j; 0sw<m (10)  to yield a variable phaser. This implementation was used exper-

imentally in [7]. The controller must be designed for a specific
VWfbut frequency. If the input contains more than one frequency,
the controller will not compensate well for that signal, but if the
system is to operate in a narrow band (e.g., a scanning head op-
erated at a fixed frequency).

To have real weights, the transfer function must equal its o
conjugate from frequencies fromto 27

Hjw)=j; 7 <w<27. (12)

The ideal impulse respon§e;;] of H(jw) extends infinitely in _
both directions from the sample, and is found as the sampledC. Phase Lead Implementation

inverse Fourier transform off (jw) The phaser can also be approximated by a linear filter of the
o form
1 :
hix = o H(jw)e* dw
T Jo ) §" 4 p_1s™ T+ -+ ags + ag
1 T jwk T ok Ll’a(s) = b n—1 b bo (16)
=5 |- Je’<% dw + Jel<t dw s 4 bp1s" T -+ bis+ bo
a 0 ™
0, keven It must be such that the phase of the filter varies minimally
= kl Lodd [+ ~°< k< oc. (12)  around the design parametgmwithin an operational range of
N frequenciesv; andws (see Fig. 10), where the zeros are lo-
hio = 0 is included in the category whefgis even. cated. The: poles are determined to achieve a phase angle cen-

The FIR Hilbert transformer differs in three ways from theered around, between.; andws.
ideal of (12). First, it is of finite extent, whereL is odd. ~ The frequency range must be carefully selected since the
Second, itis causal, with weights centered araurd (L —1)/2  nonunitary gain amplifies noise at high frequency. The wider
instead oft = 0. Finally, sinceh;, in (12) is truncated, a datathe frequency range, the greater the magnitude distortion given
window is applied to improve the gain characteristic of the prapy this approximation. Note that the controller can be connected
tical transformer. The introduction of causality simply adds ia closed loop to minimize the distortion of the output signal.
delay of (L — 1)/2 samples, which is easy to compensate for the low range, interference with the linear part of the model
by using a delay at the input signal. Despite its constant anglei#t produces a widening behavior should be avoided.
/2, the implementation depends highly on the number of sam-The stability of such connection was established but the proof
ples taken per cycle, and if a signal with unknown frequency is beyond the scope of this paper.
used, poor results can be obtained. Next, the denominator can be made to depend on the magni-

tude of the input signal, yielding a variable phaser
B. PD Implementation

Equation (5) can be rewritten as [7] Lya(s, |u()])

sin() 5" +an18" T 4 Fars +ag
s (13) " n—1 .
w 5™ 4 b1 (Ju(t)]) ™ + - 4 bo(u(t)])

Lpa(jw) = cos(¢) +
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The coefficient$,(|u|) are derived fromn predesigned phasers
with different angleg corresponding to different magnitudes of
the input signal

S+ a,_1s" T 4+ ais+ag

/
_L
P4 b st 4 B / i i

= .
e

Lpal (3) =

S+ ap_1s" 4+ +ais+ag @) (b)

LPam(S) = s" 4+ pm Sn—l 4+ 4 pm : . i i i i
n—1 0 Fig. 11. (a) Hysteresis loops with and without saturation, top, and bottom. (b)
Compensated loops.

An interpolation b;(|u|) is fitted over the valuedy corre-

spondmg to each magmtudge fori = 0"',"” — 1 and The limit exists when: andy have continuous first derivatives
4 = 1,...,m, wheren is the order of the filter anan the and gives the length of the arc

number of input magnitudes considered. If individual phasers

are stable such that poles and zeros are located in the left-hand b

side of the complex plane, with proper interpolation, the L(v) = lim Sy :/ V(52 + 4/ ()2 dt. (19)
resulting variable phaser will be stable too since the poles will N=oo a

never leave the left-hand side of the complex plane. The directed distance(v) along the curve froni, to ¢ is is

positive ift > to and negative otherwise
VIl. M EASURES OFPERFORMANCE

The approximations that were made to design hysteresis . ¢ m
reducing compensators lead us to expect—as with any other s(v) = to w(r)? +y'(r)* dr. (20)

type of control—that performance will be lower than an ideal

one. With a measure of performance, different controllers c8ve define now the mapping/; : L, — R4, by M; = L(v),

be compared under given operating conditions. Alternativelyyithich measures vector function$t) € L. The functionis;

becomes possible to trade performance for operating frequemdi} be called the “arc length measure” of hysteresis loops, using

range and input magnitudes variations, or even to check thdime interval needed to trace one loop, that is the smallest

robustness of a controller against plant variations and otheterval such that(a) = v(b).

sources of uncertainty. In practice, only discrete points are obtained, and a discrete
Given a set of input signals, performance can be expressanision of the arc length measure is used as in (18). One

by a measure of similarity of an input—output hysteresis logmwoblem associated with this measure is the effect of noise

to a singular linearity or nonlinearity. Two measures are devathich produces over-estimates. To alleviate this problem,

oped. The first can be easily estimated online directly from mefdtering the input and the output signals with the same filter

surements. The second gives more insight into the behaviorsbifts the two signals by the same amount and preserve the

a system, but requires to log measurements. input—output phase relationship.
For an arbitrary input signal M;(hysteresis loop >
A. Length Measuré/; M;(hysteresis- phaser loop. The measure for such a loop will

Consider the continuous mapping between a time inter bound_ed under l:_)y the Ie_ngth of the corre_spondmg seg_mgnt
of a function (see Fig. 11), i.e., when there is no hysteresis in

a < t < band an arc of a loop in the input—output plane . . . . oo
o(t) = u(t)i+y(t)owith a < ¢ < b, such that the image points.the loop. While this measure can pe_easny estl_matled online, it
are ordered according to increasing values, @ind wherd = is hard to know what the ultimate limit of reduction is.
[1,0]7, ando = [0,1]*. The intervale < ¢ < b is partitioned

into V subintervals of equal lengift;+; — ¢;) = (b — a)/N, B- AverageMeasurel,

for 0 < ¢ < (N — 1). The length of the polygonal line joining The area inside a loop is a candidate for an average mea-

the successive points is sure. However, it would be cumbersome to use it, should the
ascending and descending paths cross. It is better to take ad-
N1 vantage of the ordering of the points traced by the input—output
> Jultin) = oti)]- (17)  trajectory.
=0 A loop (t) created by an oscillating input is divided ac-

cording to the extrema of the input inth; the ascending path,

andl, the descending path. Consider a pginbnl,, and de-

note the Euclidean distande from this point tal,, see Fig. 12.

If I, andl, overlap, the distanc, is zero. Each path is divided
N_1 time-wise into/V equal segments, from timeto timeo for the

Sy = Z [(tig1 — ti)\/u/(t;ﬁy Fy(e)2]. (18) asckclending path, and from tinteto time ¢ for the descending
o path.

The mean value theorem gives [u$t; 1) — v(t;)| = (fi41 —
t) (W (82 4+ o/ (t:%)%)Y/2, wheret; andt* lie betweert;
andt;. The length of the approximating polygonal line is




CRUZ-HERNANDEZ AND HAYWARD: PHASE CONTROL APPROACH TO HYSTERESIS REDUCTION 23

b a 1% } // e _ et
@ (b) Y ' N

Y

4

Fig. 12. Average measur¥,,.

-0z 015 01 -008 o 05 61 ais o2 02 015 01 045 005 o1 o0t o2

The distances from pomts € l, tothe pomt_q).N,i €l are Fig. 13. Displacement versus current hysteresis of antagemistictuators.
measured and summed fio= 0, ..., N. For a finitely sampled | eft: 0.01 Hz. Right: 0.1 Hz.

loop, M, is expressed using, = u;i + y;0 as

N
M, (v) = Z V(i —un_i)? 4+ (yi — yn—i)* (21)
=0

Gain (dB.)
®
o

It is easily computed directly from logged measurements. If the

limit exists

b , 5 , 5 Freguency (Hz.)
Mq(v) = ud(t) +yd(t) dt -30 — —

wherewugy(t) andyy(t) are distances from the ascending to the
descending path in thieando coordinates.

M,(v) is such thatM/, : L, — R, since a distance is al-
ways positive, and it will be zero whergt) is such that the paths A PN : 3
overlap, which is precisely when a rate independent system does "5z P v o
not have memory. This provides us with an additional property. Frequency (Hz.)

Itis possible to use the average measure to obtaiatac space
where the elements are loops, the distance functigif jsand
the zero element is defined.

This measure gives a better insight into the similarity of t
loop to a function, which was not the case for the meaduye
If the measure is zero for all possible inputs, then a perfect rg- Fived Phaser
duction has been achieved, and the controller is said to have the

10

Phase (Deg.)
5 &
(=3

23
S
T

Fig. 14. Open-loop frequency response of v actuators.

h%y input—output cross-correlation. Amplitudes were always
peak-to-peak.

best performance. An antagonist configuration using tw&MmA actuators was
used at McGill University for experiments. See [12] for details.
C. Remarks Two different hysteresis loops at different frequencies are shown

Fig. 13. They exhibit 1) hysteresis; 2) saturation; and 3) a

M; does not give a sense of how much reduction in the loé?éad-band.

can possibly be achieved, whilé,, is bounded by zero, but both he empirical open-loop frequency response shown on
can be used to measure the performance of a given controllerlgo;r 14 ¢l pl h'bp't hp Iq f°3§t| pf

a range of inputs. With a specified magnitude, the input—outpu'lg' clearly exnibils a phase 1ag o ow frequency.
response can be measured while varying the frequency, say fr rxhe operational range of the actugtor IS SEIGC.ted _to be
wp to w; . If the performance is evaluated in terms of the ampl wi,wz] = [0.01,0.1]. A fourth-order linear approximation

tude instead, while keeping the frequengyonstant, a set of .to the phaser, with the operational range mentioned above

measures will be obtained for all possible amplitudes within'fg designed and app]['?r? to trtns”system. Fig. 15 shows the
certain range fronng tom;. If the performance of controller requency response ot the controlier

is to be measured for different € [mo, m1], andw € [wo, w1], s* +1.9373s% + 0.9641s% + 0.1405s + 0.0047
then the following expression is proposed: Pa T 413503453 + 3.246652 + 0.72435 + 0.0560
(23)
Pe = max{max(M (v)), max(M(v))}. (22)  The approximation to an ideal phaser is not very precise

since it is a low-order approximation, but it provides the angle
¢ needed. The closed-loop response using the phaser designed
above, produces a frequency response as in Fig. 16.

The design parameters were derived from phase shift esti-The phaser in closed loop reduces the phase lag froin 38
mation in the frequency domain. The experimental plots wete almost nothing over the operating frequency range. The
obtained using a Siglab Model 2022 system analyzer. Thandwidth is now wider by an order of magnitude. To further
identification procedure used a sine sweep excitation signekamine its effect, some input—output plots are obtained (see
The output signal was processed by a narrow band-pass filteFig. 17). Further efforts with a variable phaser had little effect
detect the first harmonic. Phase and amplitude were estimatedthe final result.

VIIl. EXPERIMENTAL RESULTS
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Hysteresis of a piezoelectric actuator and input signal.
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Fig. 16. Closed-loop frequency response using a constant phaser.

B. Variable Phaser

i :
-1 0 1

Avariable phaser was designed to reduce hysteresis in a 4-cm
lead zirconate titanate bimorph piezoceramic actuator. Fig. 18
shows the input—output response for an alternating signal J&-:
creasing in amplitude and increasing in frequency. The frequen-
cies are in the flat range of the actuator, limited upward
a sharp resonance. Each loop has a different phase angle, ac-
cording to the magnitude of the input. This can be better seen inlpa =

Frequency (Hz)

19. Open-loop transfer functions. Inputs are in a 1:7 ratio.

aser is forr = |u(t)|

st +39.87s% 4+ 277.65s% 4+ 373.28s + 73.05
st 4+ by(x)s3 + ba(z)s? + by (x)s + bo(x)

(25)

Fig. 19, where experimental transfer function estimates are pr?- . 2 .
sented for two different input amplitudes. The Bode phase plo 3() = _0'046f +0.60z +41.5
shows an almost constant angle over the low-frequency randie(®) = —0.56z" + 7.5z + 298
for each input amplitude. bi(z) = —1.092% + 14.9z + 414

The lead filter was designed to provide a phas@ o 3° 5 (1) = —0.312% + 4.362 + 84.7
betweenv; = 0.05 Hz andw> = 5 Hz. The order was = 4

The same input signal was used to observe the effects of the
phaser and of the variable phaser. The responses are plotted on
Figs. 21 and 22.

There seems to be an improvement over the fixed compen-
sator, but of course, it is hard to appreciate graphically: an addi-
A variable phaser was also designed to compare its performatioeal justification for the use quantitative measures (see Sec-
with the fixed one. The order is = 4 and the number of input tion 1X). The empirical transfer function Bode plots are pre-
amplitudesrn = 3. The variation of the phase angfewith sented in Fig. 23. The amplitude and phase uncertainties be-
magnitude is shown in Fig. 20. The expression of the variabléwveenw; andw, are smaller.

_ s* 4+ 39.875% + 277.655% 4 373.28s + 73.05

T s+ 42.8853 + 314.8952 + 447.955 + 94.81°
(24)

Lpa(s)
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4 T T T T T T Closed loop experimenta! Bode plots

Phase angle

3 4
Input magnitude

Fig. 20. Variation of the phase angle as a function of the input magnitude

|u(t) | . Frex;gency (Hz)
: 2 Fig. 23. Closed-loop transfer function for small and large input. Dashed line:
/Q / s fixed phaser; continuous line: variable phaser.
. TABLE |
\ '0 COMPARISON OFMEASURES FOR THESMA ACTUATOR
var phaser o var phaser
3 y / Freq. | Condition M, M,

0.01 Open Loop Fig. 13.a 1.5920 | 0.1818
Closed Loop Fig. 17.a | 1.1250 | 0.0076

« const phaser +

L Z:const phaser

S T S R e e S e R R R D 0.05 Open Loop Fig. 13.b 1.5017 | 0.1623
() (b) Closed Loop Fig. 17.b | 1.0657 | 0.0163
0.1 Open Loop Fig. 13.c 1.4227 | 0.1613
Fig. 21. Closed-loop control with fixed and variable phaser.4a}= 6.5, Closed Loop Fig. 17.c | 1.0567 | 0.0234
F =005Hz. (b)A = 4.5, F = 0.1 Hz.
TABLE I
1 . COMPARISON OFMEASURES FOR THEPIEZOCERAMIC ACTUATOR
/ . ////
' / P Fq. | Amp. | Cond. M; M,
’ / ‘ // 0.05 | 6.5 OL Fig.18.a 33.0584 | 0.6506
| var phaser 2 T 2 ' OL Phaser Fig. 21.a | 29.1440 | 0.2874
- a CL Var. Ph. Fig. 21.a | 29.1565 | 0.2613
| ~#" const phaser -
it A const phaser N’ : : 01 | 45 OL Fig. 18.a 22.4026 | 0.3233
e : ‘ CL Phaser Fig. 21.b 20.1199 | 0.0127
- e e e e B I B CL Var. Ph. Fig. 21.b | 20.1148 | 0.0141
@ (b) 0.5 3 OL Fig. 18.a 14.5696 | 0.2554
CL Phaser Fig. 22.a 13.4192 | 0.1426
Fig. 22. Closed-loop control with fixed and variable phasersAa¥x 3.0, CL Var. Ph. Fig. 22.a | 13.4113 | 0.0814
F=05Hz (b)A = 1.0, F = 1.0 Hz. 1.0 | 1.0 OL Fig. 18.a 4.7247 | 0.5767
CL Phaser Fig. 22.b 4.4669 | 0.0662
C. Performance CL Var. Ph. Flg 22.b 4.4709 0.0263
These results were obtained without any tuning other than
the selection of a loop gain, according to the following design IX. CONCLUSION

procedure. We have proposed a design methodology based on a phase op-
1) Obtain experimental Bode plots for several amplitudeserator for compensation of hysteresis in systems that can be rep-
2) Determine phase lag(s) in the quasistatic range. resented by a parallel connection of a linear filter and a rate in-
3) Select an operational range. For small ones, use ii€pendent hysteresis block. Such a representation is applicable
Hilbert FIR transformer implementation, for narrowo transducers based on smart materials. We then proposed three
ones use the PD implementation, otherwise use a leggusal approximations for the implementation of this ideal op-
approximation and trade filter order with phase and gaitator. The sole parameter needed for the design of the compen-
accuracy. sator is an estimate of the phase angl®aking the phase de-
4) Select the loop gain to be as high as the control authorgnd on input magnitude allowed us to generalize this approach
and the phase margin allow. In our experience, contr@j address minor loops.
authority was the limiting factor, not stability. Two different measures have been introduced to quantitatively
M; and M, were calculated for cases in the two previoudescribe performance. One measuk, depends on the length
sections, see Tables | and II. ofthelooparc, andthe othéi,, onthe average distance between
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the two paths of a loop\/,, gives a betterinsight onthe reduction [21] J. G. Proakis and M. SalehiCommunications Systems Engi-
of the hysteresis loop, but cannot be easily computed online. neering Englewood Cliffs, NJ: Prentice-Hall, 1994.

T. C. Ruch and H. D. PattoRhysiology and Biophysics Philadelphia,

. 2

The effectiveness of the approach could then be Qemon§traté(12 ] PA: Saunders, 1965, ch. 39, pp. 733759
for two types of actuators based on smart materials. It is ex23] W. J. Rugh, Nonlinear System Theory: The Volterra/Wiener Ap-
pected thatopen-loop compensators ofthe type described would Proach ser. Johns Hopkins series in information science and

also effective at correcting hysteresis in sensors with hysteresif‘m]

systems. Baltimore, MD: Johns Hopkins Univ. Press, 1981.
J. Schafer and H. Janocha, “Compensation of hysteresis in solid state

such strain gauge force sensors. actuators,’Sensors Actuators,Aol. 49, pp. 97-102, 1995.
Experlmental Studles were also Carrled out Wlth more generé?s] M. SChetZen,The \olterra and Wiener Theories of Nonlinear SyS-

tems New York: Wiley , 1980.

S'gnals' ngmely band-limited random S'gnals and gOOd resulf[ge] D.R. Seidl, S.L.Lam, J. A. Putman, and R. D. Lorenz, “Neural network
were obtained as well. In such cases, the performance of the compensation of gear backlash hysteresis in position-controlled mecha-
compensators was examined in the time domain. These resul[557 nisms,”|EEE Trans. Ind. Applicatvol. 31, pp. 1475-1482, Nov. 1995.

are left to future reports.
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