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ABSTRACT

Decision makers in emergency management agenciss Ipeuable to access large volumes of highly ctirren
geospatial information to effectively respond teaditer situations and ensure strong collaboragomden agencies.
Current photogrammetric solutions using mannedrairdor data acquisition and post-mission procegsire
limited in their ability to meet these requiremenihe use of Unmanned Aerial System (UAS) technoltgring
acquisition, combined with state-of-the-art teclueis) for automated data processing and deliverynigsen the
ability to meet the requirements of decision mak@&tss paper discusses a number of innovative compis that
form such a system: a modular image acquisitiorigaayequipped with radio communications suitableaS
missions, two strategies for accurate estimatiowashera poses, a fully automated and real-timeoartbsaic
production system, and a collaborative web-bastmiface to distribute map information. This systaith radically
advance emergency response capabilities and hebviohuman lives by providing information and liigence to
disaster managers in a safe, timely, and criticaimer.

INTRODUCTION

When a disaster threatens lives and livelihoodssrgamcy responders require large volumes of inféoma
about the situation in order to inform their demmsimaking. This information must be delivered itfte hands of
decision makers at the speed of the disaster atidswificient accuracy to enable correct analy$ithe situation.
Up-to-date visual images and other remotely sedsgal are particularly important in planning theoesse as they
allow quick analysis of the geospatial extents loé event as well as high detail of each affectegiore
Unfortunately, these data are currently costlydguare, both in the time required before explofiatand monetary
price, and may also pose a significant dangerda¢mote observer which, in the past, has typid¢sbn a manned
aircraft. The only alternative currently availaldesatellite sensing; however, this type of datadsavailable for
capture on demand, and can be affected by atmaspioerditions, such as cloud cover. The devastdtingicane
Katrina of August 2005 demonstrated the shortcosioigcurrent geospatial information delivery systeior the
disaster management task. A recent report prodbgetie US Government Accountability Office citedetlong
delay in assessing the situation and lack of coattéhn as two of the five most serious impedimeatthe disaster
response [GAO 2006].

There are several key emergency response informagguirements which are unaddressed by curretgrgs
The first is a flexible, reliable, rapidly deployakand reasonably priced image acquisitsystem that does not
place human life at risk in the hazardous situatismrrounding ongoing disasters. The second isienmated data
processing system that can rapidly transform raagendata into an accurate and correct geospatagjdrproduct
to minimize delays in analysis introduced by theechdor manual intervention. The final requiremeata
collaborative data distribution system which matkesprocessed data available to decision makeossathe globe
as quickly as possible, and facilitates the coatilim of response efforts.

UASSs have strong potential to be a solution faadier management image acquisition tasks, butatteegiot
widely deployed in this role at present. Low cogiS3$ such as tactical class vehicles (describedwhedoe a
particularly good match for this problem due toitlseall size, low cost, flexibility in deploymeand reasonable
payload capacity. The extremely low cost and edseployment means that many unmanned craft caritanan
given region, leading to rapid coverage of the amed fast delivery of useful information to decisimakers. Also,
the ability of tactical UASs to launch from unprepafields or even from roads makes them excetlantidates to
deal with situations involving damage to traditiblaanching strips or remotely located situations.
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This paper describes several recent innovatiorishiénee enabled the assembly of an end-to-end UA8eba
disaster management system meeting the requirenstatisd aboveGIDE - a UAS borneGeod ntelligent
Collaborative Decision Support System for Real-Tihsaster andEmergency Management has been designed to
change the face of disaster management informaioduction. This system has been developed at GEBOSY
Technology Solutions, together with its partnerdthWpartial funding from Precarn Incorporated, GI¥Ean
ongoing research project (hence many results altefsthcoming). GEOSYS leads the project team dad
responsible for integration and algorithm developinédt is supported by a diverse team of partnersluding
Universal Wing Geophysics Corporation, which ispaessible for providing and customizing their Thuraiéd
UAS platform for the project. The British Columidaovincial Emergency Program participates in thrgeat as an
end-user and customer, helping to define requirésnand project scope. Base Mapping Geomatic Service
provides the project with high-resolution BC DIM age data. The final partner is the University ofigasy
Positioning and Mobile Information Systems Group(8), which develops and tests its Real-time Peeélsint
Positioning (RT-P3) software, and aids with inteigra

Example Scenario

The principle of operation is best introduced bsepresentative use-case. Though it will be of minayader
applicability (flood, hurricane, tornado, earthgealndustrial or terrorist disasters, for exampéssume a wildfire
is blazing in a British Columbia forest, and isiddpencroaching on a human settlement. The scensirilustrated
in Figure 1. First, a GIDE team is deployed in filetd and launches an autonomously-controlled UASriicted to
fly over the affected region. Since it is unmanrtbd,aircraft can fly for longer and navigate ctasethe blaze than
would otherwise be safe. The UAS is configured védtimodular payload incorporating a high-resolutibgital
imaging sensor along with an integrated GPS, laleMieasurement Unit (IMU) for direct online geopmsiing.
The payload is controlled by an autonomous embedystem, which geocodes all data readings. As data
acquired, it is compressed and transmitted by rddienlink to a ground-based Mobile Data ProcesStagion
(MDPS) co-located with the GIDE team, which gedfas the incoming imagery in near real-time, fangian
orthophoto map. The MDPS will perform the georémtifion without human intervention, using a patalle
architecture developed by GEOSYS to rapidly gemeiat output.

Web Map Server |

(Google Maps)
[

DPS
AMECom

Figure 1 - GIDE applied to a wildfire disaster
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These maps are then sent to a centrally-located M&gbServer (WMS) via the fastest available segquernet
connection (wired, cellular or satellite). The Whfakes the data immediately available to the ap@t@pbDisaster
Response Teams (DRT) by the internet. The datsspaged in its web browser on a Google Maps-likeriface
with the most recently acquired imagery displayadap of an underlying low-resolution “base” layempplied by
Google Maps or a local mapping agency, such as BG8 DIM (BC Digital Image Management) Web Servar fo
the running example. This interface will provides ttneans to intuitively and rapidly visualize a @nplume of
image data. Furthermore, it will serve as a bamisniter-agency collaboration, enabling stakeh@dermaximize
their collective expertise to quickly understane tlisaster and respond accordingly.

UAS BORNE IMAGE ACQUISITION

UAS Hardware

Use of UASs has existed for many years for a vaoédifferent tasks. In previous years, UAS missitave
included reconnaissance, surveillance, bomb damagessment (BDA), scientific research, and targsttipe.
UAS's were used extensively in both combat as aglleconnaissance roles. However, UASs have netdregn
widely used in civilian map production. Currentirigech UASs are well suited for a role in the ceféective and
timely production of geo-information products suaf orthophoto, DEM, 3D landscape modeling, and ghan
detection, to name a few.

UAS systems vary considerably in size and costpifssions they are intended to perform, and theneaim
which they are employed. Some UASs are small, Iging, low-endurance vehicles with ranges measurazhly
tens of miles. Other UASs are relatively large elds that can be kept in flight for many hours #magtel at high
altitudes over distances of hundreds of miles. SO#8s require lengthy, hard runways for takeoffsl éandings,
while others can be operated from small, unprepfiedds or even ships. In addition, UASs differterms of the
payloads they carry and the manner in which they aintrolled. Today's UASs can carry a wide variety
payloads, including TV cameras, radars, EO imag®msors, lasers, meteorological sensors, as wskresors to
detect chemical agents and radioactivity. Tabletlines a typical categorization of UAS platforms.

Table 1 —Categorization of common UAS platforms based om@yheight, size and endurance.

Classification | Flight Height | Endurance Details Example Platform

Ny

Large payload. Performs
HALE >45,000 ft ASL | >24hrs complex operations and 4
surveillance. s

GlobalHawk

Large to medium payloads.
MALE >15,000 ft ASL | >24hrs Performs surveillance,
reconnaissance, and targeting.

Predator

Medium to small payloads. e
Tactical <15,000 ft ASL | <24hrs Performs reconnaissance and o

targeting Thunderchild

10km range. Performs P :
Mini <1500 ft AGL 1-2hrs reconnaissance, targeting, B

protection.

Dragon Eye

5-10km range. Performs w
Micro <500 ft AGL 1hr reconnaissance, targeting, | 4
protection. Operates in urban -
terrain.

Microstar
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Some UASs fly pre-programmed flight paths, whilkess can be remotely piloted, via radio link, bipisi on
the ground. Sensor-equipped UASs also differ inntia@ner in which the collected data is retrievedsdme cases
the data is retrieved when the UAS is recovereadittrer cases the information is transmitted in tiea, via data
link, from the UAS to the ground station. Compatedmanned aircraft, UASs have a number of potdptial
significant advantages. UASs are smaller, and arehntess costly, both to procure and to operate sapgort.
UASSs are capable of longer loiter times. Perhapst ingportantly, UASs avoid putting pilots and otlesew at risk.
Compared to satellites, UASs have some signifieaviantages, including the ability to fly close he tground,
under cloud cover, and to provide coverage on statite, rather than only on a predictable schedule

For the purposes of disaster management, the esgents placed on the image acquisition systemranaply
availability, flexibility and response time. Forettscenario considered by GIDE, a Tactical UAS & gshggested
platform since it is: low cost; light-weight so theach vehicle can be transported to the desireatitm without
significant effort; flexible enough to launch inmmete and challenging conditions, even without thesence of an
airstrip; and simple to use so that specializetrtetans are not required. By default, the GIDEfptan is designed
to fly on a tactical UAS platform; however, the r@nder of the system is completely modular, and aizo
automatically acquire and deliver mapping produdien flown on any craft, manned or unmanned.

Image Acquisition Payload

In order to support the near real-time requiremehts disaster scenario, the image acquisitionqaalyimust
automatically capture imagery and positional infation, and transmit this data to the MDPS on treugd. To
achieve this, GEOSYS has developed sophisticataehoard payload software that supports near resd-ti
acquisition, packaging and transmission of data tground station. Figure 2 shows current payloadivere
configuration consisting of a global positioning®m (GPS), inertia measurement unit (IMU), wirgledem and
camera, all connected to an ultra portable subwotelvhich runs the GEOSYS payload software.

i

Figure 2 —(a): Onboard payload components: (1) camera, (2) GRE@3, (4) modem (5) subnotebook. (b) An
image of the actual payload box when removed fitoendAS platform.

@ (b)

Prior to takeoff, the software is initialized with set of pre-determined flight points that aretsgizally
distributed along the UAS path to provide full coage of the disaster area. Once in flight, thewsof
continuously records sensor readings from the GRS IBU. When a GPS positional reading matches a pre
determined flight point, the camera is triggereiduFe 3 below describes how the data is acquiradkaged and
transmitted to the ground station. The followiregton will describe the automated data processatgtions that
are deployed at the MDPS to transform raw dataarfinal map product.
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@ x To ground station

Figure 3 — The GIDE information collection payload softwareckages geo-spatial information with collected
imagery for distribution to the MDPS via radio mode(1) GPS and IMU readings are continuously resgeiand
recorded by the payload software. (2) A GPS readiatches a pre-determined flight point and trigdieescamera.
(3) All surrounding GPS and IMU readings are paekhglong with the acquired image and transmittethé
ground station using a radio modem connection.

MOBILE DATA PROCESSING GROUND STATION (MDPS)

The MDPS receives imagery and sensor position agiorcommunication and automatically carries olit al
processing required to deliver consistent geo-infiiron products suitable for disaster managers pitocessing is
primarily composed of two steps: correction of gosial information necessary to achieve suitabtieacy and the
use of corrected positions for near real-time nralgction which seamlessly blends raw imagery antmnsistent
final product.Error! Reference source not found.illustrates the data flow and software moduleslegygal for this
task. The remainder of this section will descriaefecomponent in detail.

Improvement of Position Information

While estimates of the camera poses are provideithdynertial Measuring Unit (IMU) and GPS aboahné t
UAS, the readings can be unreliable due to theivelastability of the platform compared to a pdd aircraft (e.g.
yaws of 12 degrees are common), the temporayrtadf the GPS/IMU signal (e.g. due to the los&BS satellite
line of sight), or other factors. Furthermore, awitig a low payload cost is an important design,goed precludes
the use of high-precision miniature sensors. Twpr@gches for intelligent algorithmic correction msitional
information are being developed as part of GIDE:

1. Direct Geo-referencing without ground based recgileweraging existing PPP technology from PMIStpens,
will improve the measured position data directlypyiding decimeter-level final position accuracyigt
component operates in near real-time).

2. Automated Aerial Triangulation and Bundle Adjustmaevill utilize image information to further improve
position estimates (this component is run off-Ween higher data quality is required for post-disaanalysis
or as close to real time as possible if the Dit&eb-referencing method has failed).

Method 1 - Direct Geo-referencing without ground based receiver

Direct geo-referencing of airborne sensors usingnéegrated GPS/IMU system is now a widely accepted
approach in the airborne mapping industry. Curyemtbst of the direct geo-referencing systems ased@n the
integration of double differenced GPS (DGPS) ang,IWhich rely upon the availability of double diéaced GPS.
Double differenced GPS measurements are obtaied tfivo receivers. Taking airborne mapping as ameka,
one receiver is used as the base receiver andl i s a precisely surveyed control point on treugd while the
other roving receiver is installed on the airboplatform. Differencing of GPS measurements is rneamgsto
eliminate or significantly reduce satellite orbitdaclock error, atmospheric error and GPS receilark offset.
Double differenced GPS is the most accurate availsdiution; however, due to the requirement of@ugd based
receiver, DGPS/INS has two drawbacks which oftenitlits application for many applications. Firstincreases the
system cost and complexity since a base receivet beiset up at a control site whose position dd tprecisely
determined. Second, the baseline (separation bettee two receivers) must be short in the rangsesfral
kilometers to make sure the high correlation betwtbe measurement errors at the base and roveveexerhis is
a problem, in particular for the disaster scenavitere mapping operations may need to span larges anith
limited ground access due to presence of activariaz
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Figure 4- Block diagram for GIDE data processing ground stati

With the advent of precise orbit and clock produatpositioning method known as Precise Point Pogitg

positioning, PPP processes the wereatited
GPS measurements from a single receiver and appiéesse orbit and clock products to eliminate rexia GPS
satellite orbit and clock. PPP is able to proviéeicheter to sub-decimeter accuracy position solgtidepending

(PPP) has been developed at PMIS. Unlike doubferdiiced GPS

on the quality of the GPS receiver.

A direct geo-referencing system based on PPP/IKSgiiation has been investigated in this project\aitiche
aging sensors to support disastenitoring
applications. A loosely coupled integration schérae been adopted and the system configurationn®migtrated
in Figure 5. A UAS imaging platform collects rawtaland sends this to the loosely coupled PPP/IK& tdgeo-
referencing system via TCP/IP communication (intériat the MDPS. After receiving the raw data friita UAS
platform, the PPP sub-system downloads the SP3frbim the International GNSS Service (IGS) websitel
irborne platform. The INS sulstgyn applies
the PPP position information for initial attitudetdrmination and processes the INS data for pasitielocity and
and GPS solutions to derive owgd position

applied to derive the position and orientation iinfation of the im

processes the GPS data to calculate the positidvelocity of the a

attitude determination. A Kalman filter is appliedcombine the INS
and orientation information.
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Figure 5 - Loosely coupled integration of PPP and INS for digeeo-referencing.

Method 2 - Automated Aerial Triangulation and Bundle Adjustment

Aerial Triangulation (AT) is the process of matahicorresponding points across collected imagestladse
of these matches by a Bundle Adjustment packagectease the accuracy of sensor position estimitasual or
operator assisted Aerial Triangulation to provideumate sensor positioning has long been a starptaatice in
photogrammetry, but is far too time consuming toused during the disaster management process. €tatypl
automated AT is possible in some applications,haugt not previously been applied for scenarios gitiss initial
errors, such as the use of a low-cost UAS. Recetabhniques for automated matching of local imégures
[Lowe, 2004] have become sufficiently robust tcowall for example, fully automated scene reconstoncfrom
unstructured tourist photos [Snavely, 2007]. GIDdS keveraged this technology for our UAS collegtedgery to
provide an additional phase of improvement for U#&8sor poses, which is capable of achieving sull-pbcuracy
in image registration. Due to the computational ptaxity required by Bundle Adjustment of a largemher of
sensor positions, the automated AT module doesumoivhen data is being delivered in near real-timstead, this
module can be run post-mission to produce an atdir@al product or periodically during the missiarhen
increased accuracy is required in a particulartiona The process of automated feature matching psition
correction can be decomposed into a number of .steps

1. Computation of corresponding locations in imagessp@ee Figure 6):
a. Locating interest points in images in a fashiort teanvariant to image transformations and destgilthe
local patches surrounding these interest poiniaariant SIFT descriptors [Lowe, 2004].
b. Matching those interest points which appear in ipleltimages, by initially selecting nearest-neigtsbm
descriptor space and subsequently verifying thestelmes with a geometric consistency check (RANSAC).
2. Incremental addition of cameras into a global magsghg point correspondence information and muéiw
constraints:
a. 5-point algorithm for initial computation of fundamtal matrices.
b. Initialization of 3D feature locations through riayersection.
c. Non-linear optimization to solve for the solutiohieh minimizes re-projection error (Bundle Adjustmje
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Figure 6- (a) A single example of a feature match with cardigalltis shown as a green diamond — where
cardinality indicates the number of images contajnihe matched feature. (b) Shows a histogram tiegithe
number of feature matches versus cardinality.

To demonstrate the effectiveness of the automatiedle adjustment procedure outlined in this sectioa
have computed camera poses and point positiorsefaf images collected by our UAS platform oveegion near
Princeton, British Columbia, Canada. Our systemfopered this reconstruction without initializatiomom
GPS/IMU. That is, only constraints from matching image lawag were used in the computations. The test data w
collected at two separate flying heights, 250 m 3&@d m above ground level and across 3 paralfghtflines with
nominal 60% forward overlap and nominal 30% lateradriap between images. Figure 6 (b) shows theircality
of ray points for each verified match obtained dgrautomated AT. Although the majority (>60,000)tchas only
represent two intersecting rays, there are stér @0,000 highly dependable matches with 3 or nmeesecting ray
points. Figure 7 illustrates the final sensor geyneecovered by the GIDE Bundle Adjustment systetmen
applied to these matches.

Upon completion, the Automated Tie-Point procedunmavides an accurate estimate of sensor positiGims.
information is fed into a map production systemakhtombines raw imagery into a final product uséulanalysis
by decision makers.

Near Real-time Map Production

The process of semi-automatic mosaicing is matkrays, 1997]. However, current techniques are o
unable to autonomously cope with large geo-positpmaccuracies - oftentimes necessitating humeervention.
This level of performance is not suitable for thiyfautomated and extremely rapid processing whicist occur in
the GIDE ground station in order to transform ravSdcollected imagery into consistent ortho-mosaiapm
products quickly enough to meet the needs of detisnakers. The GIDE project has developed a coeiglet
automated, highly parallelized image processingiteml based on previously existing Modular Orthdpho
Seamline And Radiometry Tools (MOSART), which ipable of processing UAS imagery nearly in real-tiffigs
allows the GIDE ground-station to deliver data witminutes of the UAS passing over a disaster regio

ASPRS 2009 Annual Conference
Baltimore, Maryland « March 9-13, 2009



Figure 7- Geometry of final reconstruction for Princeton t@gta. Sensor positions along 6 flight lines aiffeigent
flying heights are represented in red with matawemlind points shown in their original color.

Rectification and mosaicing of large volumes of gmalata is inherently a computationally expensiaegss.
Therefore, to achieve high throughput, the GIDEgqatohas adopted a highly parallelized system desitjowing
numerous computational cores to perform on diffen@age data independently. This processing panadigtends
both to ortho-rectification, where sub-tiles withinput images can be processed separately across, es well as
mosaicing, where partial results from various ingagan be seamlessly blended as soon as they dlabkevain
order to reduce implementation time during develeptrof our ground-station software, GIDE systemigles's
have developed highly modular and loosely couplesthmonents which require minimal effort to syncheeni
between concurrent processes. In addition, sevstate-of-the-art open-source libraries and toolkiesve
accelerated our implementation efforts. Figure &xshtwo snapshots of an orthophoto map producenhgitine
processing of a test dataset of urban imagery.

|
|

() | (b)
Figure 8 - Snapshots of the online mosaicing process atdifferent stages for data collected over the city o
Surrey, British Columbia, Canada. Each frame isedd the mosaic incrementally, within minutes loé input
imagery arriving at the ground-station.
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DATA DISSEMENATION THROUGH WEB COLLABORATIVE INTERF ACE (WCI)
AND WEB MAP SERVER (WMS)

Once a set of orthomosacics is generated in naktinge, it must be rapidly disseminated to disasteponse
stakeholders. Conventional dissemination methadgsdoce significant delays which are unfavorabla isituation
where every second counts. Currently, during typiesaster response efforts, once orthomosacicprachiced, the
data is copied to external hard drives and flownlisaster agency headquarters across the countige €ritical
disaster response data is delivered, disparatstdiseesponse organizations often need to shaseagabng each
other and effectively collaborate their responderts. For example, organizations often need toeshaaps and
locations of resources.

GIDE addresses the issue of timely delivery of gatd collaboration of response efforts throughrauitive
Web Collaborative Interface (WCI) system. As newhomosaics are generated in near real-time, they ar
immediately accessible through an OGC standard Wap Service. Using a standard web browser, disaster
responders can log into the GIDE web-based systewietv data as it is delivered, add and share thweir data
sources and create custom data by creating pdintgenest or highlighting areas directly on anenaictive map.
For example, a responder could add the informdtmm their own WMS containing agency specific datae data
is then available for all responders to view andlye. The GIDE generated data and any shared W& can
also be ingested into existing geospatial softveystems already in use by disaster response oegamg. To
facilitate discussion and interaction between redpos, a virtual message board provides a mearshdoe
important information such as status updates, amreaents, analysis results, etc. Figure 9 belaviges a view
of the flow of information during collaborative $gm operation.

WMS Server

I~
€

WMS Server

GIDE
E!{J

WMS / WFS Server

'
— [

GeoDB

Figure 9- Component diagram for GIDE collaborative web-magpiterface. (1) The MDPS processes the
imagery and final orthophoto tiles are sent to®BE geospatial database (GeoDB). (2) Once stoitkdnithe
GeoDB, the ortho imagery and any supporting databesaccessed through the WMS / WFES enabled sé¢Bjer.
Disaster responders collaborate by logging intaubex-friendly web interface to view and shardaaitdecision
support data in order to make fast, informed densi
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The WCI system consists of a database, web sermer vaeb mapping system. The database is
PostGIS/PostgreSQL and manages user login infoomataster metadata, vector overlay data and bhseed data.
UMN MapServer delivers raster and vector data gwleb using the OGC compliant WMS and WFS standards
The Open Source OpenlLayers API is used to createighr friendly mapping interface. The interfacersf full
map navigation including zoom, pan, coordinate ldigand distance calculator. Layers can be toggte@nd off
using the layer control. Responders can creat®rukstyers consisting of map markups in the forrpahts, lines
and polygons. This allows a responder to createlympn around a particular area and share thig lajth other
users. Responders can also easily add their own \WM&FS data sources as new map layers. Futurdaiote
enhancements will allow adding additional data sesiisuch as KML, GPX and Shapefiles.

CONCLUSIONS

Disaster managers require data in a timely, acguaad convenient fashion. The GIDE system provideserous
innovations which improve the current state-of-dinein each of these aspects. The project is dilyrengoing and
further system tests and results will be presemtéite near future. Once completed, our integragstem will provide
a complete data management and collaboration selwthich will drastically change the informationasp of
emergency managers and help to save human lives.
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