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The visuospatial learning of a map on cellphone displays was examined. The spatial knowledge of human participants was as-
sessed after they had learned the relative positions of London Underground stations on a map via passive, marginally active,
or active exploration. Following learning, the participants were required to answer questions in relation to the spatial repre-
sentation and distribution of the stations on the map. Performances were compared between conditions involving (1) without
auditory cues versus continuous auditory cues; (2) without auditory cues versus noncontinuous auditory cues; and (3) continuous
auditory cues versus noncontinuous auditory cues. Results showed that the participants perfomed better following active and
marginally-active explorations, as compared to purely passive learning. These results also suggest that under specific conditions
(i.e., continuous sound with extremely fast tempo) there is no benefit to spatial abilities from active exploration over passive
observation; while continuous sound with moderate to fast tempo is effective for simple actions (i.e., key press).
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1. INTRODUCTION

Humans have for a long time used maps to represent their near and far spaces. The evolution of
maps has followed the technologies that have been used to display them. Since the 1950’s, computers
have provided indispensable support, allowing users to navigate through interactive maps by scrolling
or zooming. More recently, computerized map displays have become portable, and hence more useful,
allowing people to explore an environment in the same manner as they do when they carry paper maps.
As new services are offered in the field of mobile technologies, travelers are more often carrying their
mobile phones during vacations and using them for map navigation. However, the usefulness of the
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display of maps on such devices is hampered by the small size of screens. Indeed, it is often difficult
to identify a specific location on a map on a small screen, and it is even more difficult to link the
spatial layout of different landmarks relative to each other or to the observer. Traditional scrolling and
panning methods with joysticks, scrollbars or touch screen input offer only limited support [Guiard
et al. 1999] in exploring large-scale maps on small displays. This suggests that we need to consider
interactions more suited to the small size of the display, such as handwriting, gesture recognition, or
speech recognition [Forman and Zahorjan 1994], as well as methods that compensate for the lack of
visual information by using other modalities (auditory or tactile).

1.1 Overview and Related Work

The research presented in this article investigates alternative map scrolling modes by considering
multiple-modality and its influence on human visuospatial map learning on a cellphone. Several stud-
ies showed that participants using mobile maps (by using a handheld GPS unit or a cell phone) have
poor spatial knowledge acquisition [Willis et al. 2008; Krüger et al. 2004; Ishikawa et al. 2008], but no
study has focused on active and passive exploration on small displays for visuospatial learning. Indeed,
in most of the studies on spatial knowledge on a cellphone [Munzer et al. 2006], participants were al-
ways in the situation of a passive observation (i.e., no interaction with the device). The screen display
was updated in relation to the participants’ position, but they did not trigger any action to change the
information displayed on the device. Farrell et al. [2003] suggested that passive observation refers to
participants who do not make navigational decisions even when they are in motion. Moreover, Ishikawa
et al. [2008] showed that the pedestrians made several stops, walked slowly, or opted for longer paths
when they are using a GPS. The authors did not discuss explicitly the sensori-motor aspect, but we
believe that the sensory-motor coupling was very poor in these situations because there was no associ-
ation between participants’ actions and the instructions displayed on the device. Indeed, GPS systems
make the users perform actions, since they have to follow the instructions given by the device (e.g., in
300m turn left, go ahead, etc.), while during a sensori-motor coupling, the process happens at the same
time, that is, users perform actions and, according to their sensations, they modulate their actions in
order to modulate their sensations again, and so on. There is no such process while using a GPS nav-
igation device, and which probably leads to a poor spatial knowledge. We believe that the main reason
is the lack of active exploration. Situations where actions are coherent with the visual cues might com-
pensate for the small size of the screen, and thus improve users’ spatial knowledge acquisition. For
example, tilting has been suggested for map navigation by several studies [Rekimoto 1996; Hinckley
et al. 2000; Oakley et al. 2004]. Chatting [Chatting 2008] evaluated the action of the user (tilt) and the
reaction of the display (movement direction of the map) by testing several mappings and showed that
participants mode fewer errors and had faster time rates when both direction of the tilt and the map
are consistent. Oakley et al. [2000] added either a discrete or a continuous vibrotactile feedback associ-
ated to the scrolling/tilting speed. They showed that short haptic vibrations were less efficient than the
continuous vibrations. While some [Rekimoto 1996; Hinckley et al. 2000] operated the scrolling with a
tilt followed by a button press, others [Oakley et al. 2000; Chatting 2008] operated the scrolling by the
tilt only. In this perspective, Dong et al. [2005] showed that a tilt method was equal to multifunction
buttons for map navigation on a PDA, but the tilt method has the advantage of helping users create bet-
ter cognitive overviews of the map. However, none of these studies evaluated the effect of spatial layout
learning during passive vs. active exploration and the benefits of the tilt over a stationary situation.

Another factor that may help users to learn spatial knowledge on the visual display during ex-
ploration tasks is that of additional modalities such as audition. Brewster showed that the use of
earcons, which are musical tones that represent specific items, as auditory cues helps navigation
in hierarchical structures [Brewster 1998]. Darken and Sibert [1993] used acoustic landmarks as
ACM Transactions on Applied Perception, Vol. 9, No. 1, Article 5, Publication date: March 2012.
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spatial audio cues to give rough direction-finding, and help navigation in virtual environments. In this
study the sound was only audible on a specific range around the landmark. Other studies used acous-
tic beacons, which are sound cues used for navigation tasks, for wayfinding that is either continuous
[Dodiya and Alexandrov 2008; Tran et al. 2000] or noncontinuous [Walker and Lindsay 2003;
Lokki et al. 2000; Tran et al. 2000]. Tran et al. showed that a continuous versus pulsed beacon sound
did not affect the overall localization accuracy, and participants preferred a continuous beacon sound
over a pulsed sound [Tran et al. 2000].

1.2 The Role of Action and Multiple Sensory Modalities Map Exploration Using Small Displays

The main focus of this article is to show that correlated motor action and efficient auditory informa-
tion can improve visuospatial learning and memorizing the relationships between landmarks on a
cellphone map. Imagine a person who wants to locate different subway stations around a specific zone
but does not have an access to the internet on the phone or to a paper map. One solution is to rely on
one of the map displays in the city, but he/she might have to walk several blocks in order to find one.
Another solution is to have a map saved on the cell phone and check all the stations surrounding the
area. Like a paper map, an interface with efficient multimodal cues should allow the user to check this
information once and be able to memorize it without the need to check it again.

Our series of experiments involved requiring participants to learn on a cellphone the relational space
of specific landmarks (subway stations in our case) and their locations on a street map (GoogleMap of
London). The efficacy of the participant’s learning was evaluated by having them answer a series of
questions relating to spatial relationships between the landmarks. Three modes of scrolling were ex-
amined: active (A): tilt + button press; marginally active (MA): button press and Passive (P): purely
observation. Experiment 1 differed from Experiments 2(a), 2(b) and 3 by the lack of auditory cues.
Experiments 2(a) and 2(b) differed from Experiment 3 by the type of sound used (continuous vs. non-
continuous).

In Experiment 1, we compared learning performance in the three different modes. In Experiments
2(a) and 2(b), we enhanced the three modes by adding continuous auditory cues that gave information
on directions. In Experiment 3, we changed the continuous auditory cues to noncontinuous ones, which
gave information on distances and directions.

In the three experiments, we define the landmarks relative to each other. Indeed, two types of dis-
tance judgments are classically distinguished: either one asks the participant to locate an absolute
directional information (i.e., cardinal directions) or she/he is asked to identify relative directional in-
formation (which corresponds to the distance between two objects). It is important to note that in all
the modes, all the distances and positions are always allocentric [Klatzky 1998; Farrell et al. 2003].

2. EXPERIMENT 1: ENGAGING ATTENTION FOR MAP EXPLORATION BY USING MOTOR ACTION

The goal of Experiment 1 was to determine whether tying display changes to user motor actions affects
learning of spatial relationships between landmarks. Our working hypothesis was that the increased
attention to the display, resulting from preparing associated motor acts, will facilitate the learning of
geometric relationships among items in a large abstract space, such as maps or even menu trees.

2.1 Method

2.1.1 Participants. Twenty one participants (14 males and 7 females) aged between 18 and 30 took
part in this experiment. They were McGill University students and were paid for their participation.
They were unaware of the purpose of the experiment and reported no a priori knowledge of the map of
London. The institutional ethics committee approved the experimental protocol, and participants gave
their informed consent before participating.

ACM Transactions on Applied Perception, Vol. 9, No. 1, Article 5, Publication date: March 2012.
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Fig. 1. Nokia 5500 Sport model mobile phone.

2.1.2 Apparatus. For this experiment, we used the Nokia 5500 Sportphone, as pictured in Figure 1.
This phone was chosen because it contains [Nokia 2008] a built-in 3D accelerometer, which provided a
means of permitting user actions to control the display on the phone in the experiment.

2.1.3 Materials. We presented participants with a large Google map of London (1254 × 1292 pixels)
on the small display of the phone. Naturally, at any given time, the participants could only see a small
portion of the map (208 × 208 pixels), as depicted in Figure 2. The display would scroll in one of three
different modes to 16 different underground stations, one at a time in a random sequence determined
by the computer. The participant was instructed to learn as many of the relative locations of these
underground stations as possible in a given time frame. After the learning phase, the participant was
asked a series of questions intended to gauge how successfully he or she had learned the positions of
the stations.

Each participant was tested on one of the following three scrolling modes.

(1) Passive (P) mode. The display was scrolled without any user interaction. The display would simply
scroll from station to station, under computer control. Once a station was reached, the scrolling
would stop for approximately two seconds, and the phone would vibrate briefly to alert the partic-
ipant that a station has been reached. The scrolling would then begin to the next station, without
any input from the participant.

ACM Transactions on Applied Perception, Vol. 9, No. 1, Article 5, Publication date: March 2012.
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Fig. 2. Google map of London with phone display serving as a window.

(2) Marginally active (MA) mode. The display was scrolled automatically under computer control be-
tween stations, however, the participant triggered the transition between stations by pressing a
button on the cellphone. As in the passive mode, once a station was reached, the phone vibrated
briefly to inform the participant that a station has been reached.

(3) Active (A) mode. The scroll direction is chosen randomly by a computer control, as in the two pre-
vious modes, however, the participant initiates scrolling by pressing a button and then tilting the
phone in the desired direction, guided by the template, in order to reach the goal. The stronger
the tilt, the faster the scrolling. The phone vibrates to indicate that a station has been reached.
The participant has to position the phone to the neutral position before initiating the next trial.

In each of the scrolling modes, a peripheral cue provided a visual indication of the direction to the next
station. This was intended to direct the allocation of attention. The peripheral cue serves three func-
tions. First, it provides a template of the visual appearance of the target station, which shows the user
what he or she is looking for. As with IVD (Interactive Visual Dialog) system [Arbel and Ferrie 2002],
where, rather than showing the user how to rotate the object being identified, the user is shown what
the desired outcome is. Second, the peripheral cue gives directional cues. The template is placed on
the edge or corner of the screen that is closest to the station to which it corresponds. For example,
in Figure 3, the template of the “Elephant & Castle” underground station is located on the top left-
hand corner of the display of the map. This positioning of the template indicates that the “Elephant &
Castle” underground station is located above and to the left of the current display of the map. Finally,
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Fig. 3. Map with template indicating the scroll direction.

Table I. Type of Question and Positioning on the map CHANGE
Type Question Type of information/positioning
I Given 2 images of the map around 2 different stations, which station is

farthest west [east]?
absolute on horizontal axis

II Given 2 images of the map around 2 different stations, which station is
farthest north [south]?

absolute on vertical axis

III Given 2 images of the map around 2 different stations, which station is
closest to a third station?

relative

IV Given 2 images of the map around 2 different stations, which station is
closest to the center of the map?

center: absolute; two other stations: relative

the peripheral cue gives an indication of the distance from the station that is currently being displayed
to the target station. This is indicated by its size; small templates indicate that the stations are far
apart and large templates indicate that the stations are closer. As the distance to the target station
decreases, the template increases in size proportionally until the target is reached.

2.1.4 Procedure. The participants were divided randomly into three groups of seven participants,
with each group trained on a different scrolling mode (P, MA, and A). The experimental design com-
prised six blocks of trials and each block was divided into two phases. In the first phase, each partic-
ipant attempted to learn the relative positions of several metro stations by scrolling to them one by
one for three minutes (around 50 trials). In the second phase, the participant was required to answer
a series of ten questions, testing his or her spatial knowledge of the map of London, chosen randomly
from four types of questions:

Table I shows the type of questions and how they are spatially represented in relation to the par-
ticipant. Left, right, south, north, and center positions correspond to absolute spatial representations
where the space is defined by a coordinate system, whereas the questions that involve random sta-
tions on the map correspond to relative spatial representations where the space is indicated by specific
distances between objects.

The questions appeared on the computer screen, and the subjects responded to these questions by
clicking a mouse button to select on one of the choices. The experiment continued by repeating both
ACM Transactions on Applied Perception, Vol. 9, No. 1, Article 5, Publication date: March 2012.
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Fig. 4. Question of type 1 for testing participants’ learning.

phases six times. Each of the test questions were presented in randomized order such that there
were a total of 60 (10 questions × 6 blocks) questions, and each participant completed 300 trials
(50 trials/block × 6 blocks).

Before starting the all participants were given time to explore, using the cellphone display, a Google
map of the city of Montreal (their home city, and hence they were assumed to be familiar with it) so
that they would become accustomed to the controls of the cellphone and with the scrolling modes. This
exploration was not a part of the recorded time spent, but only a way to give practice time with the
controls. The participants were trained according to their assigned scrolling mode (P, MA, or A) used
in the experiment.

Figure 4 shows an example of a question of type 1. In order to avoid biasing the participants toward
a particular answer, the two images given in the test were placed deliberately in such a way that
their positions with respect to one another would not influence decision making. For example, if the
question was attempting to ascertain which of two given stations were farther north (type 1 questions),
the images were placed in a row (side-by-side) rather than in a column. In so doing, we avoided the
phenomenon where participants were biased to choose the image on top rather than the image on the
bottom, since the image on top might appear to be farther north.

2.1.5 Results. The mean and standard deviation for participants’ answers are presented in
Table II. The two-way mixed ANOVA with repeated measures of the “type of question” factor showed
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Table II. Descriptive Statistics for Participants’ Answers for the Four Experiments
Experiments Experiment 1 Experiment 2a Experiment 2b Experiment 3

Mode Type of question mean (%) SD mean (s) SD mean (%) SD mean (%) SD
Passive Left/Right 59.74 0.14 62.52 0.08 61.86 0.17 52.12 0.19

North/South 65.40 0.17 46.87 0.24 69.86 0.13 58.71 0.09
Close 54.73 0.22 65.07 0.13 54.29 0.13 56.43 0.21
Center 52.04 0.19 40.54 0.23 60.14 0.23 50.37 0.17

M active Left/Right 72.83 0.16 69.84 0.15 80.71 0.08 69.43 0.15
North/South 80.95 0.11 76.98 0.08 80.71 0.13 76.52 0.16
Close 73.64 0.16 69.98 0.22 84.57 0.14 74.05 0.16
Center 68.28 0.15 73.87 0.23 69.86 0.19 81.49 0.12

Active Left/Right 79.03 0.10 56.98 0.16 62.43 0.18 87.50 0.49
North/South 84.00 0.13 71.08 0.10 70.00 0.16 88.12 0.71
Close 71.35 0.13 58.14 0.12 54.57 0.22 89.74 0.38
Center 90.48 0.12 82.82 0.11 53.14 0.25 87.46 0.11

Table III. Reaction Time (RT) for the Four Experiments
Experiments Experiment 1 Experiment 2a Experiment 2b Experiment 3

Mode Type of question RT (%) SD RT (s) SD RT (%) SD RT (%) SD
Passive Left/Right 6.64 1.70 7.11 2.25 6.72 2.86 6.20 1.22

North/South 5.78 1.90 6.38 1.98 6.26 2.67 6.24 1.76
Close 8.37 3.61 8.49 3.69 5.23 1.87 6.64 2.23
Center 7.04 3.96 5.70 1.81 4.87 1.56 5.59 1.47

M active Left/Right 6.45 0.98 6.06 1.56 9.00 3.11 4.78 0.43
North/South 6.11 1.82 6.11 2.05 6.80 1.74 4.72 0.80
Close 7.16 1.51 7.97 2.77 5.32 1.61 6.30 1.67
Center 5.95 1.21 7.06 3.44 4.74 1.84 4.52 0.77

Active Left/Right 5.97 1.45 6.25 1.99 6.44 3.48 4.54 1.03
North/South 5.69 0.93 5.55 1.67 7.79 2.78 4.40 0.87
Close 8.25 2.61 7.71 2.33 6.69 1.63 5.06 1.42
Center 5.74 1.30 6.06 1.93 6.30 1.51 4.26 1.08

a significant main effect for the mode factor, F(2, 18) = 17.20, p < .001, η2
p = .66, but a nonsignificant

main effect for the question type factor, F(3, 54) = 1.59, p > .05, η2
p = .08 on the participants’ answers.

The interaction effect between mode and question type was nonsignificant as well, F(6, 54) = 1.09, p
> .05, η2

p = .11. Post hoc analyses were performed on the mode factor using Tukey’s tests to identify
exactly where significant differences exist. The analyses revealed that the participants trained in ei-
ther the active or marginally active scrolling modes showed statistically significant better performance
than those trained in the strictly passive mode (p < .05). No other differences were found.

Table III shows the mean and standard deviation for reaction time (RT). Only the main effect for the
question type factor was significant, F(3, 54) = 11.15, p < .001, η2

p = .38. Pairwise comparisons tests
revealed that the question of type III (which is closer to this station) was significantly different from
all the other types of questions.

2.1.6 Discussion. The results of Experiment 1 suggest that having an active component does indeed
facilitate processing of visual input, as compared with purely passive viewing. Therefore, active explo-
ration of a map on a cellphone may reinforce the spatial knowledge of the participant, as suggested by
several previous studies with similar findings [Peruch et al. 1995; Carassa et al. 2002; Christou and
Bülthoff 1999]. Peruch et al. [1995] proposed that recall of spatial layout was better in an active com-
pared to a passive condition, as the participants were able to respect perception-action coupling and to
ACM Transactions on Applied Perception, Vol. 9, No. 1, Article 5, Publication date: March 2012.
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correlate motor and visual inputs. The better performance with active exploration could therefore be
due to the optimized perception-action integration particularly required to perform a spatial task.

The reaction time results suggest that participants are faster in detecting absolute positions than
relative positions. Indeed, RT for directional questions (left, right, south and north) are shorter than for
questions about distance to the closest question. The cognitive process and the neuronal mechanisms
involved in relative spatial representations imply that a transformation is applied to absolute spatial
representations [Crowe et al. 2008] and then increase the reaction time for relative positions.

3. EXPERIMENTS 2(A) AND 2(B): EFFECT OF CONTINUOUS AUDITORY CUES ON VISUAL-SPATIAL
LEARNING AND MOTOR ACTION

Sounds are often used to give environmental information as they travel and are detected by the au-
ditory system of people moving about in the world. As we are surrounded by sound in our daily lives,
at every moment, a continuous sound feedback intuitively seems to be an appropriate means of pro-
viding an efficient interaction with the device and in assisting the user in finding his way on a map.
In experiments 2(a) and 2(b), we tested whether, by adding continuous auditory cues, performance in
the active and the marginally-active map scrolling modes would still be better than in the passive ex-
ploration mode, and whether the active mode would differ form the marginally-active mode. The goal
was to show the possiblity of increasing attention to the display by adding audio cues, in order to learn
the landmarks’ relationships on a map while the participant is completely active. The same scrolling
modes used in Experiment 1 were used and augmented with a continuous audio location cue.

3.1 Method

3.1.1 Participants. For experiment 2(a), 21 participants (9 males and 12 females), aged between
18 and 41 (mean = 23, SD = 5.14), took part in. They were McGill University students and were paid
for their participation. For experiment 2(b), 21 participants (9 males and 12 females), aged between
17 and 41 (mean = 21, SD = 7.15), took part. They were Wilfrid Laurier University students and were
paid for their participation. For both experiments, the participants were unaware of the purpose of the
experiment, and they reported no a priori knowledge of the map of London.

3.1.2 Apparatus and Materials. The mobile phone used was the same as that in Experiment 1. The
map used in this experiment was also the same, and the motor actions for the three modes were the
same as in Experiment 1. The only difference with Experiment 1 is that, in this experiment, an audio
signal was played continuously during the exploration task. The audio signal varied as a function
of the absolute location of the screen center on the global map, and thus gave absolute information
about the current location. The audio signal was generated in the software on the cellphone using a
Nokia smartphone Symbian OS API routine, called CToneAdapter. This routine takes the frequency
and duration of the desired sound as input and generates a continuous series of short tone bursts. The
duration of the tone bursts was 70 milliseconds.

The global map was divided into 130 segments (10 rows and 13 columns). The audio signal played
in each segment was distinguished from the others by two characteristics: tone burst frequency and
tempo (rate of the tone burst repetitions). Using the coordinate system depicted in Figure 5, the tempo
of the signal increased along the x-axis, and the frequency of the signal increased along the y-axis
for Experiment 2(a). Conversely, for Experiment 2(b), the frequency decreased along the y-axis. The
frequency of the signal starts from 500Hz and increases by 100Hz in each segment along the y-axis,
resulting in a 1400Hz signal in the last segment. For Experiment 2(a), the tempo of the signal starts
from 136 BPM (beats per minute) (moderately quick) and increases by 25 BPM in each segment along
the x-axis, resulting in a 461 BPM (extremely fast) signal in the last segment. For Experiment 2(b),
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Fig. 5. The tempo of the auditory cue increases on the x-axis from left to right, while its pitch increases on the y-axis from top
to bottom for Experiment 2(a) and decreases from top to bottom for experiment 2(b). For example, for Experiment 2(a), the audio
signal for the station “Vauxhall” has a high pitch and a slow tempo because it is on the lower left of the map, while the audio
signal has a low pitch and a fast tempo for the station “Tower Hill,” which is on the upper right part of the map (black circles).
Conversely, for Experiment 2(b), the audio signal for the “Vauxhall” station has a low pitch and a slow tempo, while the audio
signal for “Tower Hill” station has a high pitch and a fast tempo.

the tempo of the signal starts from 100 BPM (moderate) and increases by 6.15 BPM in each segment
along the x-axis, resulting in a 180 BPM (very fast) signal in the last segment.

3.1.3 Procedure. Experiments 2(a) and 2(b) were run on 21 participants who were divided into 3
groups. As in Experiment 1, each group was trained on a different scroll mode (with each participant
executing around 300 trials). After the training, learning of the spatial landmark relationships on
the map was tested by asking questions similar to those in Experiment 1. The questions concern the
estimation of the spatial position of the stations on the map and their distance relative to the center
and/or other station.

3.1.4 Results

—Experiment 2(a): Descriptive statistics for the participants’ responses are shown in Table II. The
two-way mixed ANOVA, with alpha of .05, indicated that participants’ answers were influenced by
mode (P, MA, A), F (2, 18) = 5.84, p = .01, η2

p = .39, but not by question type, F (3, 54) = .12, p > .05,
η2

p = .007. Games–Howell post hoc tests revealed that the passive mode differed significantly from
active and marginally active modes.

ACM Transactions on Applied Perception, Vol. 9, No. 1, Article 5, Publication date: March 2012.
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Table III shows descriptive statistics for reaction time (RT). The question type factor was significant,
F(3, 54) = 13.22, p < .001, η2

p = .42. The pairwise comparison test revealed that question III (what is
closer to this station) was significantly different from all other types of questions. No other significant
difference was found.
Finally, one-way ANOVA for independent measures showed that there is no significant difference for
passive and marginally active modes for all the types of questions (p > .05). For the active mode, the
ANOVA showed a significant difference between Experiments 1 and 2(a), for left/right [F(1, 13) =
10.01, p < .05, η2 = .45], north/south [F(1, 13) = 4.54, p < .05, η2 = .27], and close [F(1, 13) = 3.91, p
< .05, η2 = .24] type of questions, but not for the center question, p = .25. No significant differences
were found for RT.

—Experiment 2(b): Descriptive statistics for the participants’ responses are shown in Table II. The
two-way mixed ANOVA, with alpha of .05, indicated that the participants’ answers were influenced
by mode (P, MA, A), F (2, 18) = 6.88, p = .006, η2

p = .43, but not by the question type, F (3, 54) = 2.94,
p > .05, η2

p = .14. Games–Howell post hoc tests revealed that the marginally active mode differed
significantly from passive and active modes.
Table III shows descriptive statistics for reaction time (RT). The type of question factor was sig-
nificant, F(3, 54) = 12.98, p < .001, η2

p = .42. Pairwise comparisons tests revealed that questions I
(farther left/right) and II (farther north/south) were significantly different from questions III (closest
station) and IV (closest to the center).
Finally, one-way ANOVA for independent measures between Experiments 1 and 2(b) and Experi-
ment 2(a) and 2(b) show that there is no significant difference for passive and marginally actives
modes for all the types of questions (p > .05). For the active mode, the ANOVA showed a signifi-
cant difference between Experiments 1 and 2(b), for left/right [F(1, 13) = 5.47, p < .05, η2 = .31],
north/south [F(1, 13) = 4.84, p < .05, η2 = .029], close [F(1, 13) = 5.27, p < .05, η2 = .31] and center
[F(1, 13) = 12.86, p < .05, η2 = .52] type of questions. The ANOVA also showed a significant dif-
ference for the active mode between Experiments 2(a) and 2(b) [F(1, 13) = 8.46, p < .05, η2 = .41]
for center types of question, but not for the other types of questions. No significant differences were
found for passive, marginally active modes, and RT.

3.1.5 Discussion. For Experiment 2(a), as in Experiment 1, participants who were active and
marginally active had better performances than participants who were passive observers, but con-
trary to our expectations, no significant difference was found in the spatial orientation ability between
participants who were active in their exploration of the map of London and participants who were
marginally active. The results of the Experiment 2(a) showed that there is no difference between the
two modes when continuous audio cues were added. Conversely, in Experiment 2(b), the participants
who were using the marginally active mode showed better performances than the two other modes.
Similarly to Experiment 1, the participants answered more quickly when the questions were related
to the relative position. Husain et al. [2002] showed that a fast tempo (160 bpm) increases the spatial
abilities while performing a spatial task. Indeed, participants who used the marginally active mode
showed significantly performances when the tempo varied between 100 and 180 bpm (Experiment
2(b)), but not when the tempo varied between 136 and 461 bpm (Experiment 2(a)). Concerning the
active mode, the performances dropped significantly when adding a continuous auditory cue. In fact,
performance was exacerbated by the additional cues when the participants were active in Experiments
2(a) and 2(b). We believe that participants’ attention was split by the tempo BPM while performing the
tilt action, and this may have distracted some participants and caused them to lose focus while they
were tilting the phone. Besides, the continuous auditory cue for moderate to fast tempos proved to be
effective when the tilt was not necessary and when the action consisted of a simple key press.

ACM Transactions on Applied Perception, Vol. 9, No. 1, Article 5, Publication date: March 2012.



5:12 • M. Ziat et al.

Table IV. Specifications of Sound Signals for the
Noncontinuous Auditory Signal

Signal No. Frequency (Hz) Duration (msec) Distance (pixels)
1 1400 10 <250
2 1100 340 <500
3 800 670 <750
4 500 1000 >750

4. EXPERIMENT 3: EFFECT OF NONCONTINUOUS AUDITORY CUES ON VISUAL-SPATIAL
LEARNING AND MOTOR ACTION

In as much as no performance differences were observed in Experiment 2(a) between the MA and A
modes, it is important to examine what particular aspects of exploration lead to an efficient multimodal
interaction without any overloading of a modality on the other. In the third of our experiments, instead
of using an audio signal that is played continuously during the experiment (as in Experiments 2(a) and
2(b)), we used a transient noncontinuous sound (beep) which gives relative information on the station
position. This sound is played only during a transition from one station to the other, that is, during the
tilt. In this manner, the sound is associated directly to the participant’s action. The frequency variation
and the sound duration are determined by the distance between two stations: the further apart the
stations, the higher the pitch and the longer the duration of the sound.

4.1 Method

4.1.1 Participants. Twenty one students from McGill University (8 males and 13 females), aged
between 19 and 35 (mean = 24, SD = 5.77), participated in this study and were compensated. They
were unaware of the purpose of the experiment and they had no a priori knowledge of the map of
London.

4.1.2 Apparatus and Materials. The equipment and map were the same as those used in Experi-
ments 1 and 2. This experiment differed by adding transient noncontinous auditory cues that provided
information about distance between the current fixation location and the target fixation location. In
this scheme, first the distance between the target location and the current location was calculated and
then the audio cue corresponding to this distance was played before moving to the next location. Four
different audio signals were used in this experiment. The specifications of these sounds are displayed
in Table IV.

In this table, the frequency and duration of different signals as well as the radial distance (in pixels)
for the corresponding cue is shown. As mentioned, before the distance was calculated as the Euclidian
distance between the current location and the target location coordinates (the whole map of London is
1254 × 1292 pixels). The signs before the distances in the table show the effective range of that signal.
For instance, signal 1 was played if the distance between the target and the current location was less
than 250 pixels, and signal 4 was played if this distance was more than 750.

4.1.3 Procedure. The experiment was run on 21 participants who were divided into three groups.
As in Experiments 1 and 2, each group was trained on a different scroll mode (each participant per-
formed about 300 trials). After the training, the learning of the spatial relationships between land-
marks was tested by asking the same types of questions as those in Experiments 1 and 2.

4.1.4 Results. Table II displays the descriptive statistics for participants’ correct answers. The two-
way mixed ANOVA with repeated measures of the question type showed a significant effect of the fac-
tor mode, F(2, 18) = 52.32, p < .001, η2

p = .85, but no significant effect of the factor “type of question,”
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F(3, 54) = .44, p > .05, η2
p = .02. Games–Howell’s post-hoc tests showed there were significant dif-

ferences between the performance of the participants who completed the active condition, the per-
formance of those who completed the marginally active condition, and the performance of those who
completed the passive condition (p < .05). Indeed, the results, shown in Table II, show that the partic-
ipants trained in the active and marginally-active scrolling modes showed better performance on all
four types of questions than the participants trained in the strictly passive mode. Moreover, the partici-
pants who trained in the active scrolling mode showed higher performance levels than the participants
trained in the marginally active mode for all types of questions.

Descriptive statistics for RT are displayed on Table III. The ANOVA analysis showed no significant
difference for the factor “mode,” F(2, 18) = 1.42, p > .05, η2

p = .28, but a significant difference for the
factor ”type of question,” F(2.01, 36.16) = 9.68, p < .001, η2

p = .35. Pairwise comparisons showed that
the question type III was significantly different from all other questions, (p < .05).

Finally, one-way ANOVA for independent measures showed that the difference in the results of
Experiments 1 and 3 is significant for the active mode for left/right [F(1, 13) = 4.31, p < .05, η2 =
.27], north/south [F(1, 13) = 4.62, p < .05, η2 = .45], and close [F(1, 13) = 12.94, p < .05, η2 = .52]
type of questions, but not for the question, p = .64. It also showed that the results of Experiments 2(a)
and 3 are significantly different for the active mode, for left/right [F(1, 13) = 23.90, p < .05, η2 = .66],
north/south [F(1, 13) = 13.92, p < .05, η2 = .54], and close [F(1, 13) = 43.83, p < .05, η2 = .79] type of
questions, but not for the center question, p = .45. Finally, the results showed significant differences
between Experiments 2(b) and 3 for the active mode, for left/right [F(1, 13) = 15.62, p < .05, η2 = .56],
north/south [F(1, 13) = 13.49, p < .05, η2 = .53], close [F(1, 13) = 39, p < .05, η2 = .76], and center
[F(1, 13) = 11.30, p < .05, η2 = .48]. No significant differences were found for RT. Except for positioning
the center, the noncontinuous sound gave very effective information about the absolute and relative
positioning of the stations for the active mode.

4.1.5 Discussion. Experiment 3 demonstrated that active and marginally active exploration with
a noncontinuous sound leads to improved learning of spatial relationships. We hypothesize that this is
due to an increased level of attention the display caused by coupling the action and the audio cue to the
display. When people navigate actively, they encode the visual information of the spatial layout, the
direction of the tilt, and the auditory information which are available simultaneously. However, the dis-
crete sound had no benefit for center detection. Since all the tilting movements toward the center can
be started from the four cardinal directions (i.e., all the stations in the center can be reached from the
four cardinal directions), the sound does not have a significant effect on performance. The tilting seems
to be sufficient to locate the center of the map. Concerning the other directions, the availability of rel-
evant and efficient multisensory information may enable participants to develop a stronger and more
accessible spatial knowledge and allow integration of this available spatial information. In contrast,
the absence of proprioceptive cues and a nonconcordant sound (as in A and MA, where participants
had to press button to generate the sound) may oblige the participant to encode the spatial informa-
tion discretely and relatively to the events he or she received. Conversely to Experiments 1 and 2(a),
where no significance difference was observed between the active and the marginally active modes,
an active exploration led to a significantly improved performance compared to the marginally active
exploration. Adding auditory cues that interact efficiently with the active cues may increase visuospa-
tial learning and help maintain the participant’s attention focused on the device. Finally, allocentric
information is integrated faster in Experiment 3 than in Experiment 1. As the sound is associated to
relative radial distances, this might help participants to associate the relative positions of the stations
to the corresponding frequency.
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5. GENERAL DISCUSSION

We have studied the possible enhancement of visuospatial learning obtained by the addition of audi-
tory cues and the coupling of visual changes to motor exploration. The present study is the first to
compare active learning to passive learning in the context of spatial orientation on a mobile phone. It
was demonstrated that participants developed a deeper spatial knowledge when learning their envi-
ronment actively than passively. Our experiments suggest that, in active exploration modes, the learn-
ing of geometric relationships among landmarks on a large space is facilitated by the participants’
attention to the display. Essentially, the audio signal was used to provide the user with information
about the location of the current screen on the map. The information that the audio signal gave to the
user was divided into relative and absolute information about the current screen location on the map.
In Experiments 2(a) and 2(b), the audio signal was played continuously during the exploration, while
in Experiment 3 it was played only during a transition from one station to the other. The two exper-
iments suggest that the mere addition of auditory cues does not necessarily enhance the visuopatial
learning of the map, especially if the sound forces the participants to concentrate on the task and/or
disturb them during the task. However this sound could be efficient for a simple action task (i.e., a key
press) during a spatial learning. The experiments also suggest that efficient auditory cues, which do
not distract from the other senses, improve performance for an active exploration and create an effi-
cient means of multimodal interaction. Indeed, Experiment 1 suggests that while interacting with a
mobile device to obtain orientation on a map, active exploration helps participants during their spatial
learning, as attention is focused on the directions of the tilt and then towards the stations displayed
in these directions. Experiment 3 confirms these results, as the sound cue gave punctual information
about the relative directions as well as information about the absolute position of the stations and/or
the center. This short and efficient sound helped the participants to integrate the information at the
moment of the action (pushing a button for A and MA); the absence of an active command in the passive
condition did not allow this integration. In Experiments 2(a) and 2(b), the degradation of performance
in the active mode can be explained by the incompatibility of the continuous auditory cue with the
tilting. Indeed, the relation between the two might have created a cognitive overload because the user
was not able to perceive and interpret all the entities that are relevant for performing the task. The
performances of the MA mode for moderate to fast tempos corroborate this conclusion, since partici-
pants were able to efficiency exploit, the multimodal interaction while performing the task. However
this effect disappeared for the extremely fast tempo. Husain et al. [2002] showed that spatial abilities
improve with fast tempos as compared with slow tempos (60 BPM). These results suggest that perfor-
mance of the spatial task is superior with a fast tempo rather than a slow tempo; but they also suggest
that there is a maximum limit threshold of the tempo, which then gives the reverse result, and instead
of helping the participants to perform the task better, it annoys and disturbs them during the task.

In summary, the results of the three experiments in this article point to the importance of active
exploration for acquiring spatial knowledge on small display screens. Modifying and adding efficient
auditory cues can improve attention to the display and increase the efficacy of multimodal interaction.
These results also suggest that under some conditions (i.e., continuous sound with an extremely fast
tempo, continuous sound with tilting), the spatial abilities of active exploration continue deteriorating,
while continuous sound with moderate to fast tempo helps the acquisition of spatial knowledge for
simple actions such as a key or button press.
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