
1

Integrating Multiple Views with Virtual Mirrors to Facilitate Scene
Understanding

CARMEN E. AU and JAMES J. CLARK
McGill University

In this paper, an image integration technique called Virtual Mirroring (VM) is evaluated. VM is a technique that combines

multiple 2D views of a 3D scene into a single composite image by overlaying views onto virtual mirrors. Given multiple views of
a scene, one view is augmented with the remaining views by placing virtual mirrors on the first view and overlaying onto them

the corresponding remaining views. Unlike a standard array presentation, where 2D views are not integrated and simply placed
adjacent to one another, the VM presentation preserves the relative location, orientation and scale between views. As such, it is

our contention that humans will fare better at performing certain visual tasks, such as scene identification, when viewing a 3D

scene via a VM presentation than when viewing an array presentation. We performed an experiment on 12 participants, where
participants were required to identify 96 scenes both with a VM and an array presentation and compared their % correctness

and response times. Moreover, we studied the effects of adding an auditory attentional load on performance. We found that

regardless of load, participants were able to identify scenes using VM presentation with greater accuracy and at greater speeds.

Categories and Subject Descriptors: H.1.2 [Models and Principles] User/Machine Systems - Human factors; H.5.2 [Informa-

tion Interfaces and Presentation] User Interfaces - Graphical user interfaces (GUI), screen design, user-centered design;

J.7 [Computer Applications] Computers in Other Systems - Consumer products

General Terms: Design, Experimentation, Human factors, Performance

Additional Key Words and Phrases: Image integration, psychophysics, visual task, scene identification, virtual mirror, attentional

load

1. INTRODUCTION

Advances in technology have given rise to a world in which cameras are ubiquitous. With the pervasiveness
of camera phones and digital cameras, it is not unusual for several cameras to be present in most crowds.
In addition, security cameras, traffic cameras, and publicly accessible web cameras are omnipresent. These
cameras and the excess of images (and videos) they capture has led to an increased interest in the development
of applications that integrate these images into meaningful displays, which can convey greater amounts of
information to the observers. As such, there have been many published works that describe techniques
that seek to create such multi viewed displays [Beis and Lowe 1997; Irani and Anandan 2000; Capel and
Zisserman 1998; Debevec et al. 1998; Kanazawa and Kanatani 2002; Rankov et al. 2005; Brown and Lowe
2007]. In this paper, we investigate the advantages, should there be any, of one such technique described as
Virtual Mirroring (VM) [Au and Clark 2008]. VM is a technique for integrating images with widely differing
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viewpoints. The name is derived from the use of virtual mirrors to combine and integrate these views into a
single image. We seek to determine whether there are any benefits to a human observer, such as better scene
understanding or spatial awareness, when viewing images that have been integrated over viewing images
disparately.

Previous efforts for image integration have successfully created mosaics with multiple images; however,
these methods, whether direct methods [Beis and Lowe 1997; Irani and Anandan 2000], or feature-based
methods [Capel and Zisserman 1998; Debevec et al. 1998; Kanazawa and Kanatani 2002; Rankov et al.
2005], require that input images have overlapping views. Brown and Lowe’s image stitching algorithm, for
example, successfully uses Lowe’s Scale Invariant Feature Transform (SIFT) [Lowe 2004] to create beautiful
panoramic views of a scene [Brown and Lowe 2007]. Due to the fact that these approaches rely on overlapping
views, the situation where images are acquired from cameras with opposing viewpoints of the same scene is
not accounted for. In many realworld situations, surveillance, for example, cameras are intentionally placed
to maximize coverage of a scene. As such, a technique more akin to the VM technique is required, where views
are integrated by placing virtual mirrors on the scene and overlaying onto these mirrors the image content of
the cameras. In Figure 1, two images, (a) and (b), are combined by overlaying (b) onto a virtual mirror and
shown in (c). Thus, rather than having a situation where the views are presented to observers in multiple
adjacent screens, a setup common in many multi-camera surveillance systems, views can be integrated using
VM, where the spatial relationships between the views are maintained. In this paper we investigate whether
the latter (VM) presentation has any benefits to the observer over the standard (array) presentation. Two
implementation issues that are of note to the VM presentation but not to the array presentation are the
issue of calibration and of occlusion. While the VM presentation requires calibration, for which there are
many techniques [Zhang 2000; Kannala and Brandt 2006; Colombo et al. 2006; Hartley and Kang 2007;
Zheng and Liu 2008; Tardif et al. 2009], the array presentation does not. However, the array presentation
does use some positional information to determine how to place the images from left-to-right in the array.
Moreover, with the VM presentation, the issue of occlusion arises. There are two types of occlusion that
need to be addressed. The first type involves the mirror occluding the foreground inadvertently. As the
mirror is overlaid onto an image, the algorithm must be wary of overlaying the mirror over foreground,
thereby creating a view where the foreground is behind the mirror and yet the mirror continues to reflect the
foreground. The cited paper on the VM technique addresses this issue by applying a background subtraction
model for separating foreground and background [Au and Clark 2008]. Once the two are separated, the
mirror can be correctly placed behind the foreground. The second type of occlusion is when the mirror
occludes portions of the image that may be pertinent. One might argue that all portions of the image are
pertinent, and this may be in some cases, however, it is often the case that the mirror can be placed against
a wall or other less important portions of the image. The resulting trade-off in image real estate will likely be
negligible to user performance. Despite these two implementation issues that may render the VM technique
more computationally expensive, we seek to investigate whether observers will be able to perform various
spatial tasks, such as scene identification, with greater accuracy and speed using the VM presentation over an
array presentation. The goal is to compare the performance of observers on those spatial tasks, where scene
assessments must be made relatively quickly and using only the visual cues available in the two presentation
types.

One question that must be addressed is whether humans are able to properly understand objects and scenes
when viewed through a mirror. While seeing the world through reflective surfaces may be commonplace,
numerous studies have shown that humans tend to have certain misconceptions and misperceptions regarding
mirror views and what they reason about the mirror reflections [Bertamini et al. 2003; Bertamini and Park
2005; Lawson and Bertamini 2006; Croucher et al. 2002]. The types of errors common to human observers
are related to what they believe should be visible in a mirror based on their vantage point. For example,
Bertamini and colleagues showed that humans tend to overestimate what is visible in a mirror; people believe
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Fig. 1. Example “paparazzi” images with virtual mirroring: (a) image from principal camera, (b) image from secondary camera,

and (c) image from principal camera with image from secondary camera overlaid onto a virtual mirror. Image created using an

image editing program.

that the size of the projection of their face onto the surface of the mirror should be the same as the actual
size of their face, when in reality it is closer to half the size. Another common error is the belief that their
reflection should reduce in size as observers step away from the mirror; in reality, the size of the reflection
does not depend on distance from the mirror [Bertamini and Park 2005]. The “Venus Effect”, aptly named
after a painting of Venus apparently looking at herself in the mirror, is the belief that if a human observer
sees both a target person and the reflection of that target person in a mirror, the observer believes that
what he or she sees in the mirror is the same as what the target person sees. In fact, we would not see
the same reflection in the mirror as Venus would. Finally, humans tend to expect to see their reflection
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as they approach a mirror from the side before they reach the near edge of the mirror. In spite of these
common misperceptions humans have regarding mirrors and their reflections, Lawson and Bertamini were
able to show that humans are still able to derive spatial information from reflective surfaces under certain
circumstances [Lawson and Bertamini 2006]. More specifically, when certain spherical objects were placed in
front of a planar mirror, observers were able to use the information provided by the mirror images to ascertain
the size and distance of the objects being reflected with a certain degree of accuracy. What was significant
about these latter findings is that they show that humans are indeed able to combine what they observe
from a mirror view and what they observe in the world directly to derive deeper spatial understanding of the
scene. Our setup differs from Lawson and Bertamini’s setup in that in our case, virtual rather than actual
mirrors are employed. With the current VM technique, there is a loss of realism in the virtual mirrors. This
loss may affect human observers’ ability to derive useful or accurate information from the virtual mirrors.
Moreover, the misperceptions humans have regarding mirror reflections, may in fact hinder results or make
it more difficult for the observers to perform our chosen spatial tasks. Our study will therefore confirm or
invalidate our hypothesis that humans can derive more spatial information from the VM presentation over
an array presentation.

The rationale underlying our hypothesis is that we expect that by presenting an integrated rather than
non-integrated view of a scene to humans, fewer mental transformations will be required for a given spatial
task. We make this assertion based on the human object and scene recognition literature. The literature
on how objects are represented in our minds is divided into two main models: a view-invariant model and
a view-dependent model. The view-invariant model suggests that the visual system creates a viewpoint-
invariant representation of objects [Marr and Nishihara 1978; Biederman 1987; Biederman and Gerhardstein
1993; 1995; Tarr et al. 1998; Hayward and Williams 2000]. On the other hand, other work described in the
literature argues for a view-dependent model, which holds that 3D objects are likely encoded by the human
visual system as multiple viewpoint-specific representations that are largely two-dimensional (2D) [Tarr and
Pinker 1989; Poggio and Edelman 1990; Edelman and Weinshall 1991; Ullman and Basri 1991; Vetter et al.
1994; Bulthoff et al. 1995; Wallis and Bulthoff 1999]. While strong arguments remain for both models, Wallis
and Bülthoff convincingly showed that at least with objects that are unfamiliar to humans, object recognition
is view-dependent. This finding is relevant to our study as the participants are tested on unfamiliar scenes.
The human scene recognition literature is derived from the object recognition literature, where subjects are
presented different viewpoints of a given scene rather than an object [Castelhano et al. 2009; Christou and
Bulthoff 1999; Garsoffky et al. 2002; Hock and Schmelzkopf 1980; Johnson 2002]. Based on this research,
Castelhano et al. were able to argue that scene recognition was also highly viewpoint dependent [Castelhano
et al. 2009]. It follows that 3D scenes are also represented in memory by several 2D views of the scene. These
2D views are either stored separately in memory or linked in some way. Castelhano and her colleagues suggest
a model for the human scene recognition process where the views are stored independently and it is only at
retrieval for decision making that the views are integrated. They do, however, leave room for the possibility
that the views are stored in some linked fashion rather than independently. If it is the case that images are
stored independently, then we surmise that by presenting humans with an integrated view of the scenes, as
in a VM presentation, we avoid the possibility that humans are unable to relate the views at retrieval. If the
images are stored in some linked fashion, there still remains the possibility that humans integrate the views
incorrectly before storage, thereby storing an incorrect representation of the scene. In other words, regardless
of the correct model, it is our hypothesis that with VM presentations, since the virtual mirrors are placed
in the location of the cameras which acquired the views overlaid on the mirrors, the spatial relationships
between the views are preserved in the integration. Therefore, humans are less likely to make mistakes about
how the views relate spatially to one another. Finally, it is our contention that by presenting an integrated
view to humans, the time it takes to view a test scene and make a decision about it should be less than if
they were presented with a display of images with no spatial integration.
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2. EXPERIMENT

In this experiment we seek to evaluate our hypothesis that humans can recognize scenes with greater accuracy,
meaning with higher % correct proportions, and at greater speeds. Moreover, we seek to determine whether
an attentional load disturbs or improves performance. We compared participants’ ability to correctly identify
scenes by observing multiple views of the scene. The goal of this experiment is to determine whether observers
have better scene understanding when viewing the scene using VM presentation or an array presentation. Our
hypothesis is that by presenting the views in an integrated fashion that maintains the spatial relationships
between the views, viewers will be required to make fewer mental transformations between the views and
therefore, will have a simpler time of understanding the scenes.

2.1 Method

2.1.1 Participants. The participants for the experiments were all McGill University students between the
ages of 20 and 30. In total, there were 12 participants, of whom 9 were male and 3 were female. A small
monetary incentive was provided. The participants were naive to the purpose of the experiment and had no
a priori knowledge about the setup. All participants had normal or corrected to normal vision.

2.1.2 Displays and Apparatus. The images were acquired by using a camera stage fabricated specifically
for the experiment as shown in Figure 2. The stage comprises of three camera mounts placed at the vertices
of an equilateral triangle and rotated in such a way that the intersection of their optical axes meet at the
center of that triangle. To acquire the images, we used the camera on the Nokia 5500 Sport phone with a 2
megapixel camera, although the type of camera used is not relevant to the experiment. To complete the stage,
a black triangular screen was also fabricated. The screen served to black out the surrounding environment
in order to ensure that only objects placed on the scene were imaged.

For the testing phase, a Dell Inspiron 640m 2.0GHz laptop was used. Subjects were presented with ques-
tions, which we will describe in greater detail in Section 2.1.4. Answers were selected by either pressing the
left or right arrow keys of the laptop keyboard.

2.1.3 Design. Using the camera stage, 96 scenes were set up and imaged. The scenes were divided into
two main scene types: relational and reconstructional. As the names suggest, the two scene types were con-
ceived to test for specific aspects of the visual task. The relational scenes were devised in such a way that
each of the 3 cameras would only capture one specific portion of the scene and there was no overlap between
the 3 views. The purpose of this type of scene was to test whether subjects could better understand how
the 3 non-overlapping views relate when viewing a VM presentation over an array presentation of a given
scene. The motivation for this type of scene is the surveillance example described in Section 1. A casino
security guard may see from one camera’s point of view that there is a person, Person A, making signals,
however, the person to whom Person A is signalling may only be visible from another camera’s viewpoint.
It is thus necessary for the guard to relate, with a fair amount of speed, the two separate views in order to
ascertain if any event that warrants response is taking place. The reconstructional scenes were devised to
test subject ability to reconstruct a 3D scene from multiple views and recognize it. The motivation behind
this type of scene is to determine whether a subject can better reconstruct a scene in their minds using the
VM presentation. Both of these scene types are static scenes. We seek to determine whether observers can
make relatively quick scene assessments given the cues available. In our motivating surveillance example, the
guard has already determined that Person A is making signals, from a single view of that person. He or she
must then determine at whom Person A is signalling. To make this determination, the guard need only rely
on static cues, such as the direction Person A is facing. In this experiment, we are studying the ability of
observers to relate the views with such static cues. Moreover, for the reconstructional scene types, we are
attempting to determine the observer’s ability to reconstruct a scene based on the static cues available in
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Fig. 2. Diagram of experimental stage where C1 is Camera 1, C2 is Camera 2 and C3 is Camera 3.

the scene, such as object structure.

Relational Scenes
Figure 3 shows an example of a relational scene. The scenes comprise of an Egyptian bust and two different
colored wooden cubes; in total there were three cubes:red (R), blue (B) or green(G). For each scene, two
cubes were chosen from amongst the three, resulting in three possible linear combinations: R-B, G-B and R-
G. In each of the directional scenes, the bust would be facing one of the two cubes, either directly or through
ACM Transactions on Applied Perception, Vol. 2, No. 3, Article 1, Publication date: May 2010.
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Fig. 3. Example of directional type scene. (a) View from Camera 1 of a red block, (b) View from Camera 2 of the bust, (c)
View from Camera 3 of a blue block, make up the Array view of the scene and (d) is the VM view of the same scene.

a wall. For example, in Figure 3, the bust is facing either the red (Figure 3a) or the blue cube (Figure 3c).
The setup is such that each camera can only see either the bust or one of the cubes. In our explanatory
example one camera, Camera 2, has a view of the bust, it is clear from this view, that the bust is facing its
left (or the right of the camera), however, it is not clear, from this view, which block is on the left of the
bust. It is from the views of the other two cameras, Camera 1 and Camera 3, that we can see the blocks, red
and blue respectively. The task would then be to identify which block the bust is facing either from a VM or
an array presentation. The purpose of this scene type is to determine whether the subject would fare better
at identifying the block the bust is facing using the array view or the VM view. The motivation behind this
type of scene is the casino security guard example described earlier. There are 48 different relational scenes.
Figure 4 shows a sample question for this scene type.

Reconstructional Scenes
An example of the second type of scene, the reconstructional scene, is shown in Figure 5. In these scene,
wooden blocks were placed in different configurations. Each camera captured its own unique view of the
block configurations. The subject was required to identify the scene in question when presented 2 similar
looking scenes - of which one is the corresponding scene. In Figure 6, we show an example question for this
scene type. As shown, the subjects are in fact required to choose from two bird’s eye views of similar looking
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Fig. 4. Sample test question. Participants choose between the two images at the bottom of the screen.

scenes. This view was chosen in order to properly show the scene configurations in a single image, without
using view integration to avoid biasing. In total, 48 different reconstructional scenes were set.

Attentional Load
An attentional load was added to the experiment - for which we used an audio track. To make the recording,
integers between 0 and 100 were read out in random order and at varying rates. The rates could vary between
approximately 0.3 to 4 seconds between numbers. The track was 10 minutes and 53 seconds long and could
be run in a loop. The purpose of the attentional load was to determine whether attention is important or
required for carrying out the visual task in either mode. If there is no deficit noted when attentional loading,
then it is likely attention is not required for the given task. The decision to use an audio load was motivated
by the surveillance example, where at any given time, the guard may have different audio cues calling his or
her attention elsewhere.

2.1.4 Procedure. The VM and array presentations were assessed in two separate ways: using 48 relational
and 48 reconstructional scenes. Therefore, there were 96 VM presentation questions and 96 array presentation
questions for a total of 192 questions in the test set. Each of the participants were asked all 192 questions
in random order. Additionally, the participants were also required to answer the same test set with the
attentional load described in the previous section. Half the subjects (6 subjects) performed the study by
answering the test set first without attentional load followed by an optional 5-minute break, and then
answering the test set with the load. The other half of the subjects answered the test set first with the
ACM Transactions on Applied Perception, Vol. 2, No. 3, Article 1, Publication date: May 2010.
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Fig. 5. Example of block type scene. (a), (b), (c) make up the Array view of the scene and (d) is the VM view of the same
scene.

attentional load, then without the load, with the optional 5-minute break in between. The subjects were
not permitted to leave the room. It should be noted that none of the participants chose to rest more than 1
minute.

Before the test, the participants were given an instruction sheet. The sheet did not provide any information
about the setup of the stage or how the images were acquired. The instructions first described how a question
screen would appear. As shown in Figure 4 and 6, the top portion of the screen contained the test scene
and the bottom two images are the answer choices to the question. The instruction sheet then described
how to make a selection: pressing the left or right arrow key to select the left or right image respectively.
Participants were also informed they only had 10 seconds to make or guess their selection and that in total
there would be 2 sets of 192 trials (384 trials). The attentional load was described and they were informed
whether they would be starting with or without the audio attentional load. Following the instruction sheet,
for the purpose of full clarity, the participants were given a trial run, where 4 example questions (2 array
presentation and 2 VM presentation) were asked. The 4 trial questions were not the same as those in the
main test set, but were presented exactly as the experiment questions would be presented. The participants
were informed that images presented by the VM presentation contained mirrors, but they were not informed
about the construction or placement of the mirrors.

The binary result (correct or incorrect) as well as the response time were recorded.
ACM Transactions on Applied Perception, Vol. 2, No. 3, Article 1, Publication date: May 2010.
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Fig. 6. Sample test question. Participants choose between the two images at the bottom of the screen.

Table I. Mean Results of Experiment

Percent Correct Response Time (s)

Rel+Rec Rel Rec Rel+Rec Rel Rec

VM 0.8416 0.8220 0.8611 4.0225 3.5952 4.4040

Array 0.7587 0.7153 0.8021 4.6848 4.7909 4.6690

Table II. Results of Experiment separated by no load (NL) or attentional load
(AL). And the order of loading, whether NL comes first then AL (NL>AL) or AL

comes first then NL (AL>NL).

Percent Correct Response Time (s)

Order Rel+Rec Rel Rec Rel+Rec Rel Rec

VM NL NL>AL 0.8906 0.8924 0.8889 3.4637 3.046 3.8489

AL>NL 0.8264 0.809 0.8438 4.8492 4.6573 5.0245
AL NL>AL 0.849 0.8229 0.875 4.5915 3.9382 5.1757

AL>NL 0.8003 0.7639 0.8368 3.1855 2.7392 3.567

Array NL NL>AL 0.8247 0.809 0.8403 4.1183 4.206 4.2126
AL>NL 0.7431 0.684 0.8021 5.5849 5.8684 5.3539

AL NL>AL 0.7135 0.6424 0.7847 5.2003 5.1824 5.2703
AL>NL 0.7535 0.7257 0.7812 3.8357 3.907 3.8391

2.2 Results

We present the mean results of the experiment in Table ??. When we combine the scene types, we see an
8.3% improvement in accuracy of the VM presentation over the array presentation. The relational scenes
ACM Transactions on Applied Perception, Vol. 2, No. 3, Article 1, Publication date: May 2010.
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produced over a 10% improvement while the reconstructional produced a 6% improvement. Response times
of relational scenes saw a mean decrease of 1.2 seconds and those of reconstructional scenes saw a mean
decrease of 2.7 seconds. These results are the mean results of having combined the data of with and without
attentional load and in which order the subjects were given the test set. In Table ?? we present the results
divided by presentation type (VM or Array), no load (NL) or loading (AL), and order, whether NL then AL
(NL>AL) or AL then NL (AL>NL). Again, the accuracy of subjects with the VM presentation surpassed
that with array presentation regardless of loading or ordering.

These patterns were confirmed by the repeated measures analysis. We divided the group into the two
scene types: relational and reconstructional. We begin by presenting the results of the relational scenes.
Scene identification accuracy was measured in a 2x2x2 (VM/array x NL/AL x order) mixed ANOVA. The
analysis revealed main effects of presentation type, F(1,10)=7.899, p=0.018. There were interactions between
load and order, F(1,10) = 9.442, p=0.012 and second order interactions between load, order and presentation
type, F(1,10) = 14.259, p=0.004. While loading did not significantly deteriorate accuracy, we did find that
ordering did affect the results.

Response times of the relational scene results was also measured in the same 2x2x2 mixed ANOVA. The
analysis again revealed main effects of presentation type, F(1,10) = 21.332, p = 0.001. There were no other
interactions of significance.

For the reconstructional scenes, the 2x2x2 mixed ANOVA was measured for accuracy. The analysis revealed
main effects of presentation type, F(1,10) = 18.828, p=0.001. There were no other interactions recorded.

Response times of these scenes revealed only main effects for presentation types, F(1,10) = 6.342, p =
0.03.

Overall, proportion correct was greater with a VM presentation irrespective of scene type. Moreover,
subjects had a shorter response time with the VM presentation. We note that these results do not reflect a
speed/accuracy trade-off, as participants answered with both greater % correctness and more quickly with
the VM presentation.

3. GENERAL DISCUSSION

The analysis of our experiment supports our claim that humans are more accurate and faster at identifying
scenes with the use of a VM presentation over an array presentation. It is our belief that these results are
due to the fewer mental transformations required to link the views when subjects view a scene with a VM
presentation. With this presentation type, the spatial relationships between views are inherent in the resulting
composite image containing the views; the virtual mirrors are positioned in such a way as to preserve the
position and orientation of the corresponding cameras that captured the images. Alternatively, with the array
presentation, neither the relative scale, rotation or location between the views are preserved. Earlier in this
paper, we cited Castelhano et al.’s model for human scene recognition - where the different 2D views of a 3D
scene are linked at some point in the decision process of scene recognition. Our data is consistent with this
model; while with the VM presentation the views are inherently linked, with array presentation, the views
must be linked mentally. It is our belief that the poorer performance observed with the array presentation
is due to the subjects being required to mentally link the 2D views. In so doing, extra time is required in
the decision process, thus explaining the slower response times observed. The lower accuracy can also be
attributed to the extra time required as the task was time sensitive and this factor could have added pressure
to subjects thereby degrading their performance. While this theory is certainly plausible, we note that the
response times were well below the allowable 10 seconds. We thus seek an alternative explanation. We already
stated that we believe identifying scenes with array presentations require some mental transformations, it is
possible that the VM presentation also requires a certain amount of mental transformations; however, these
transformations are known transformations since humans are accustomed to observing the world through a
mirror. Therefore, while both presentation types may require mental transformations, those required for VM
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presentations are more familiar and therefore suggest that humans can perform the needed transformations
more accurately and quickly.

For both the VM and array presentation, when the test order was no load (NL) then with load (AL),
the % correct was lower with the load than without. More specifically, in this order accuracy dropped by
4% with VM presentation and over 11% with the array presentation. The greater drop in accuracy noted
in the array presentation over the VM presentation is consistent with the notion that greater attention is
required with the array presentation. When subjects were tested with the load first, accuracy saw little
change between AL and NL in the array presentation (1% decline) and a slight improvement in the VM
presentation (2% improvement). From our data we cannot conclude that adding an attentional load had
any significant impact on the accuracy. The changes in performance appear to be more affected by ordering
than by loading. While we expected the accuracy to be lower for AL regardless of ordering, our data does
not reflect this. Our hypothesis is that when subjects began with the attentional load, the task was more
difficult and perhaps facilitated learning, thus explaining why for the AL then NL order accuracy was not as
affected between the first and second run of the test than with the NL then AL ordering. Additionally, we
examimed the performance of each participant in bins of 30 seconds, and no learning curve was observed. As
for the response times, regardless of ordering or loading, the speeds were slowed significantly on the second
test. This slowing in response times can be attributed to subject fatigue. While no major conclusions can
be drawn from the data about the attentional load, it can be stated that regardless of presentation type,
ordering, or loading, subjects are able to identify scenes with greater accuracy and speed when using a VM
presentation over an array presentation.

Finally, after their sessions, participants were asked some qualitative questions about how they felt the
VM presentation fared over the array presentation. Specifically, they were asked “Which presentation type
did you find easier”. Out of the 12 participants, 11 responded favourably for the VM presentation, while only
1 participant felt he performed better with the array presentation. Upon investigation of his results, he had,
in fact, performed better with the VM presentation. Of the 11 who responded favourably, 5 participants felt
that the VM presentation required getting used to, however, once after viewing no more than 10 scenes in
the VM presentation, they were perfectly adept at viewing scenes using the virtual mirrors. The qualitative
results are also consistent with our hypothesis that by presenting multiple 2D views of a 3D scene in an
integrated fashion which maintains the spatial relationships between views, viewers will fare better at certain
spatial tasks.
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