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Abstract

An important aspect of computer-controlled camera
motion systems is that of the generation of saccadic
movements, which shift the camera gaze quickly from
one fization position to another. Recent psychophysi-
cal experiments suggest that there exists a causal con-
nection between spatial shifts in visual attention and
the production of saccadic eye movements in humans.
Motivated by this experimental evidence, we propose
a winner-take-all based model of exogenous spatial at-
tention, involving both sustained and transient feature
detection channels, and link it to the targetting and
triggering of saccadic eye movements. We show that
this model accounts for a range of oculomotor phe-
nomena observed in human subjects. We describe the
application of this model to a robotic camera gaze con-
trol system.

1 Introduction

There is an increasing number of computer-
controlled camera positioning systems appearing in
university and industrial machine vision research lab-
oratories [6]. Much effort has been expended in de-
veloping motion control algorithms which allow these
systems to perform smooth pursuit, gaze stabilization
and tracking behaviours [4]. Less has been published,
however, on the generation of rapid, or saccadic cam-
era motions that direct gaze from one target to an-
other. This is, perhaps, due to the perceived simplic-
ity of saccade generation as compared with the con-
trol of tracking motions. In one respect, the gener-
ation of saccadic motions is more difficult than that
of the generation of tracking motions. This difficulty
lies in the determination of the target of the motion.
In the case of tracking motion, the target is the ob-
ject being tracked, which is presumably the object in
the center of the visual field. There are many possible
saccadic targets, however. The process of saccadic tar-
get selection, sometimes referred to as the “next-look”
process, is known to be one of the critical aspects of
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active vision systems [22]. In this paper, we provide
a model of the process by which the “next-look” is
determined. This model is motivated by a growing
number of psychophysical experiments involving hu-
man subjects which support the view that there is
a direct connection between saccadic eye movements
and visual spatial attention (see, for example, Hen-
derson [15]). In particular it appears that the param-
eters and the timing of saccadic eye movements are
determined by visual attention. It is thought that the
targets of saccadic eye movements are defined by the
spatial locus of attentional enhancement immediately
prior to the motion.

Our approach to saccade generation combines a
winner-take-all based attentional subsystem, similar
to that proposed by Koch and Ullman [16], a dis-
tributed population coding of the saccade target lo-
cation, and a simple hysteretic mechanism for trig-
gering the saccade motion. Existing computational
models of spatial attention, such as that of Tsotsos
[23], do not provide a direct connection between at-
tention and eye movements. Our approach considers
this connection as fundamental. In this paper we de-
scribe how our model can account for a wide range
of human oculomotor phenomena, as detailed in [7].
In addition, we will demonstrate that the model can
serve as the basis for a system for generating saccadic
camera movements in robotic systems.

2 A Model of Visual Attention and
Saccadic Eye Movements

In this section we present the details of our model
of visual attention and its link to saccadic eye move-
ments. It brings together a number of ideas found in
the neuroscience literature. The critical aspects of the
model are:

o Winner-take-all interaction between elements of
a spatial saliency map (Koch and Ullman [16]).

e Spatio-temporal integration for target specifica-
tion [10].
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Figure 1: A schematic view of our model of spatial
visual attention. One cell in a 2-D array of such cells
is shown.

o Distributed representation of target location [17].

o Triggering of saccades based on transitions of the
winner-take-all network.

2.1 Model of Attention

Our model of attention is depicted in schematic
form in figure 1. In this model feature maps of various
kinds are computed and combined into a “saliency”
map. Different features can be weighted by different
amounts in producing this saliency map (as in the
Koch and Ullman model [16]). This is a commonly
usedtechnique for determining the target of an at-
tentional shift (see, for example, [18]). There are two
types of feature detectors posited in this model, tran-
sient and sustained, as found in mammalian visual
systems [5]. The transient feature detectors are fast
responding but have relatively low spatial resolution.
The sustained feature detectors are slower to respond
but have higher spatial resolution. The outputs of
these feature detectors are modulated via a division
by an inhibitory signal. The inhibition signal at each
location in the feature map is produced by a saturat-
ing, leaky, integrator. This integrator temporally ac-
cumulates the difference between the local spatial av-
erage of the modulated feature output at that location
(weighted by a factor £ > 1) and a local estimate of the
maximum modulated feature output. If the average
modulated feature output at the location (weighted
by k) is greater than the local maximum then the in-
tegrator will discharge, reducing the inhibition. If, on
the other hand, the modulated feature output is less
than the local maximum value, the integrator will be-

gin to charge, increasing the inhibition. This positive
feedback results in a winner-take-all process, wherein
the location with the locally greatest feature detector
activity will inhibit its neighbors, reducing their activ-
ity even further and therefore strengthening its hold.
When the input feature activity changes, the winner-
take-all network will take on a new equilibrium, with
new locations being inhibited and a new winning lo-
cation established.

2.2 Targetting and Triggering of Saccades

One of the key aspects of our model is that shifts in
attentional activity give triggers saccadic movements
and that the locus of attentional activity at the time of
triggering specifies the target of these motions. This
tight connection between the targetting and trigger-
ing of saccadic camera movements is not present in
previous theories of attention, such as that of Tsotsos
[23].

The process of specifying the position of the target
of a saccadic eye movement has often been referred to
in the eye movement literature as “saccadic program-
ming” (see, for example, [1, 2, 12, 14]). This program-
ming process has typically been viewed as consisting of
two components, amplitude programming and direc-
tion programming. There are a number of experiments
that appear, on the surface, to support the saccadic
programming viewpoint, such as the amplitude or di-
rection precuing experiments of Abrams [1] and the
“double-step” experiments of Becker and Jurgens 3].

It is our view that explicit saccadic programming
of either saccade amplitude or direction is unnecce-
sary. Rather, the pattern of the low level feature de-
tector activity, as modulated by visual attention, is
used to determine both the timing and target of the
saccadic eye movement. Following the proposal of Lee,
Rohrer, and Sparks [17], our model assumes that the
command for the saccadic eye movement is coded in a
distributed fashion by a population of neurons, whose
activity is attentionally modulated. Thus the target
will be specified by the center of mass, or centroid,
of this pattern of activity. This motor target is con-
tinually available. No saccadic “programming” need
take place. The amplitude and direction of saccades
are implicit in the target locations. We have shown,
in simulations of our model, that our view is sufficient
to explain the results of the Abrams and the Becker
and Jurgens experiments. Details can be found in [7].

In our model, a saccade is triggered when the level
of inhibition at any location drops from its maximum
value to its minimum value. The dynamics of the
winner-take-all are such that the values of the inhibi-
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tion signal will, in steady state, be either exactly the
minimum value or exactly the maximum value. The
requirement that the inhibition signal drop from max-
imum to minimum at a given location before a saccade
is made to that location, provides a hysteresis. That
is, a location that was previously fixated must become
inhibited before a saccade can be made to it. Note
that the inhibition dropping to its minimum value at
a location only triggers the saccade. Depending on
the feature activity elsewhere, the target of the sac-
cade may not be that particular location. In single
target cases the saccade will usually be made to the
location which triggers the saccade, however. Using
the terminology of Posner [20], our model states that
a saccadic eye movement is triggered when attention
is “engaged” at a new location. This is in contrast
to models, such as/that proposed by Fischer [13], in
which eye movements are triggered when attention is
“disengaged” from its current location.

3 Comparison with Human Oculomo-
tor Behaviour

In this section we discuss the behaviour of our
model in terms of $a,cca.dic latency and spatial accu-
racy of the motion relative to the target, and compare
these behaviours td the observed in human subjects.
Saccadic movements can be characterised by their tim-
ing relative to the dppearance of a target, and by the
location of the endpoint of the movement trajectory
relative to the target. In studies of saccadic motions
the timing is often expressed in terms of the saccadic
latency, which is the length of time between the ap-
pearance of the target and the time at which the eye
begins to move.

3.1 The Gap I?Jﬁ'ed

Saslow [21] observed that saccadic latencies were
reduced when the temporal gap between the offset of
the fixation stimulus and the onset of the target stim-
ulus was increased. This phenomenon has come to be
known as the gap effect. Furthermore, it was observed
that saccadic latencies are increased when there exists
a temporal overlap between the fixation offset and the
target onset.

The gap effect is readily apparent in simulations
of our model. The time units for the simulation are
arbitrary, and so no absolute comparisons of the simu-
lation results with observed data can be made. In fig-
ure 2 we show the saccadic latencies produced by our
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Figure 2: Simulations of the model exhibiting the
gap/overlap effect for various values of the saliency
of the target stimulus.

model for a range of stimulus asynchronies and rela-
tive target-fixation stimulus saliencies. The shape of
the curves closely follow the form observed by Saslow
(21] and Reulen [19] for human subjects.

Note that, in both the gap and overlap conditions,
in our model the relative saliency of the target and
fixation stimuli affects the saccadic latency. This effect
has been observed in human subjects in many studies
[25, 24]. These studies show that saccadic latencies
are reduced when the salience (e.g. luminance) of the
target stimulus is increased.

3.2 Modulation of the Global Effect

Coren and Hoenig [9] observed that the amplitudes
of saccades to point targets can be systematically af-
fected by the presence of distractors. Saccades tend
to bring the eye to the “center-of-gravity” of the tar-
get+distractor complex. This phenomenon, called the
global effect by Findlay [11], has been observed in
many other experiments and with various stimulus
configurations. Coeffe and O’Regan (8] performed a
set of experiments which showed that the global ef-
fect can be modulated by varying saccadic latency
(by voluntary control, for example) and by controlling
the predictability of the target location. In particular,
long latency saccades were found to be more accurate
than short latency saccades.

We replicated (in format, if not in detail) the exper-
iment of Coeffe and O’Regan using our model of sac-
cade generation. In their experiment, subjects would
fixate on a cross presented in the middle of the vi-
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Figure 3: Simulations of the model showing that in-
creasing saccadic latency reduces the global effect.
Each curve represents a different saccadic latency. La-
tency values are given in 1000’s of time steps in the
legend. The vertical axis is the centroid of the mod-
ulated feature activity, and is taken as the saccade
command position.

sual field. Then a brief cue would be flashed on at
a location in the periphery, followed by a string of 10
letters. The subjects were required to report the letter
at the cue location. The subjects needed to move their
eyes to do this task successfully. Coeffe and O’Regan
measured the landing position of the eye and plotted
it against the position of the cue. They found that
when saccades had long latencies the eye landed closer
to the cue location than when the latencies were short.
For short latencies the eye would undershoot targets
towards the end of the letter string and overshoot tar-
gets towards the beginning of the letter string.

As can be seen in figure 3, our simulations show the
same behavior as observed by Coeffe and O’Regan.
The overshoot of near targets and the undershoot of
far targets is seen to decrease as latencies increase.
This is due to two effects in our model. The first is
the transient and sustained components of the feature
detectors. For short latencies the feature detector re-
sponse is dominated by the transient component which
has a low spatial frequency cutoff, effectively blurring
the target and distractors together. At longer laten-
cies the sustained component dominates, which has
a higher spatial frequency cutoff, and hence creates
less blurring of the target and distractors. The sec-
ond factor contributing to the dependence of feature
centroid on latency is the action of the winner-take-

all network. Increasing the latency allows more time
for the ultimate winning feature location to suppress
its neighboring distractors, thus reducing the effect of
the spatial blurring. In our simulation, the first factor
dominates at longer latencies (after the peak of the
transient response,which occurs at around 500 x 103
time steps in our simulation), and the second factor
dominates at short latencies.

4 Robot Psychophysics

We have implemented our model of attention driven
saccade generation on a real-time robot vision sys-
tem. This system consists of a Panasonic WVCP410
colour video camera, mounted on a Directed Percep-
tion PTU-46 pan-tilt unit. The video data is digitized
with a Matrox Meteor digitizer board, and the com-
putations are done on a 200 MHz Pentium based com-
puter. The attention and motion control algorithms
were implemented in Visual C++.

We have not yet carried out experiments replicat-
ing the “gap effect” or the “global effect”, but we have
performed a basic experiment that demonstrates the
effect of target saliency on saccadic latency. In this
experiment the camera viewed a scene consisting of a
board on which is placed four patches of colour, one
yellow, one red, one green and one blue patch. An ex-
ample of such a view is shown in figure 4. The camera
image was first converted into a foveal format, where
resolution is highest in the centre of the frame and
decreases towards the periphery of the image frame.
This was done to reduce computational requirements.
For the purposes of this experiment, saliency was de-
fined as a combination of colour saturation and prox-
imity to a selected hue.

Given a particular target hue, the attentional algo-
rithm will select the image location. that maximizes
the proximity to this hue and the color saturation
level. A saccadic movement of the camera to that loca-
tion will be triggered once the winner-take-all process
switches. We then redefine the desired hue via an ex-
ternal input from the computer keyboard. This alters
the attentional landscape, resulting in a switching of
the winner-take-all, and causing the camera to move
to direct its gaze to another location.

The time elapsed between the changing of the
saliency and the triggering of the camera motion, i.e.
the saccadic latency, depends on the saliency of the
new target. This is shown in figure 4, which plots sac-
cadic latency versus saliency values, averaged over 10
runs for each of the four types of desired hue change
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of the integrator in

the winner-take-all network. In

figure 4, the label R — G indicates a situation where
the desired hue was!changed from Red to Green. Sim-

ilar interpretations

can be applied to the other labels.

Of the four colour patches, the red patch had the high-

est saliency (when
green, then yellow.

its hue was selected), followed by
The blue patch had the lowest

saliency, and in fact, saccadic movements could never
be triggered to the| blue patch. Note that, in figure

4, the longest laten
yellow patch, while

cy was produced in moving to the
the shortest latency was produced

in moving to the red patch. There is an obvious cor-
relation between the saccadic latency and the saliency
of the target, just as is observed in human subjects.

5 Summary afnd Conclusions

In this paper we

ilave presented a simple model for

the generation of saccadic camera movements. The

viewpoint espoused

%n our model differs fundamentally

from most existing x‘(nodels of saccadic motion genera-
tion. Its principal ai‘;pects are that

e The targets of }sa,ccades are not “programmed”
by any modular process, but are continuously de-
|
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fined by the pattern of activity of the attention-
ally modulated feature values.

e Saccades are triggered when attention is “en-
gaged”. at a new location (as indicated by the at-
tentional inhibition reducing to a minimum at the
new location).

We showed, via computer simulation of a simplified
instantiation of our model, that our model can repli-
cate a wide range of oculomotor behaviors observed
in human subjects, such as the gap effect, the global
effect and the variation of saccadic latency with tar-
get saliency. In replicating these phenomena with our
model, we are able to provide insights as to their un-
derlying mechanisms.

We also applied our model to the generation of sac-
cadic camera motions in a robotic system. This sys-
tem exhibited a correlation between saccadic latency
and target saliency similar to that observed in human
subjects engaged in similar tasks.

The model presented here is computationally sim-
ple, and the sub-systems required by the model,
namely the local averaging, local maximum, tempo-
ral integration, and division processes, can be imple-
mented in analog VLSI technology. This implies that
our model is ideally suited to implementation in a real-
time robotic active vision system.
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