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Abstract

This paper considers the problem of shape-from-shading
using nearby planar distributed illuminants. It is shown that
a rectangular planar nearby distributed uniform isotropic
illuminant shining on a small Lambertian surface patch is
equivalent to a single isotropic point light source at infin-
ity. A closed-form solution is given for the equivalent point
light source direction in terms of the illuminant corner lo-
cations. Equivalent point light sources can be obtained for
multiple rectangular illuminants allowing standard photo-
metric stereo algorithms to be used. An extension is given
to the case of a rectangular planar illuminant with arbitrary
radiance distribution. It is shown that a Walsh function ap-
proximation to the arbitrary illuminant distribution leads to
an efficient computation of the equivalent point light source
directions. A search technique employing a solution consis-
tency measure is presented to handle the case of unknown
depths. Applications of the theory presented in this paper
include visual user-interfaces using shape-from-shading al-
gorithms making use of the illumination from computer mon-
itors, or movie screens.

1. Introduction

Methods for the extraction of surface shape informa-
tion from images of the surface have been the focus of
much research since the foundational work of Horn and co-
workers [4]. Much of this research has concentrated on
situations involving point light sources at large distances
from the surfaces in question (i.e. the point-light-source-at-
infinity model). There have been a number of studies, how-
ever, on the shape-from-shading problem with nearby dis-
tributed light sources, beginning with the work of Ikeuchi
[5]. Ikeuchi used a nearby planar light source, and used it
to illuminate specular surfaces. The use of distributed light
sources has a number of advantages over point light sources,
the main one being that the radiance of the illuminant need
not be as high. As noted by Schechner ez al [10], a problem
with practical shape-from-shading systems using point light
sources is that the illuminant might not be bright enough to
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provide adequate signal-to-noise ratios in the cameras, ex-
cept perhaps at specularities. Schechner et al suggest us-
ing controllable distributed light sources, and integrate mul-
tiple images acquired under differing patterns of illumina-
tion. Distributed light sources are also easier to construct
than point light sources, as they do not have as serious prob-
lems with heat dissipation. Distributed light sources do have
issues with uniformity, but recent advances in lcd projection
technology have alleviated this concern somewhat.

The use of nearby light sources also carries advantages
over distant illuminants. First, the use of nearby light sources
permits the imaging setups to be relatively compact, an im-
portant issue in many applications. In addition, as pointed
out in work by Clark [1], Iwahori ez al [6, 7, 8], and Kim and
Burger, the shading induced by nearby illuminants is depen-
dent on the distance between the illuminant and the surface.
While this dependence is usually nonlinear and complicates
the shading equations, it also provides the possibility of ex-
tracting absolute depth information from the shading. In [2]
Clark and Pekau showed that using a distributed nearby il-
luminant can improve the robustness of a differential photo-
metric stereo approach to obtaining depth from shading.

In this paper we consider further the problem of deter-
mining the shape of a surface from multiple images ob-
tained under illumination from nearby planar distributed
light sources. Specifically, we show that, for a small Lam-
bertian patch of known position relative to a rectangular illu-
minant, the illuminant can be replaced by an equivalent point
light source at infinity, and closed form equations are given
for the equivalent light source direction vector and radiance.
Given such equivalent point light sources at infinity standard
photometric techniques such as 3-image photometric stereo
can be employed to compute the surface patch’s surface nor-
mal.

2. Shape-from-shading with Rectangular Pla-
nar I[lluminants

We will consider the special case of planar rectangular
distributed illuminants. Such illuminants are readily avail-
able, in the form of computer video monitors, TV displays,
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Figure 1. Geometry of the planar distributed
illumination scheme.

and LCD projectors (when projected onto a planar surface,
such as a wall). Such illuminants were used by Schechner e?
al. Using a computer monitor as an illumination source may
be useful in visual user interface applications, where the op-
erating system of the computer obtains information about the
user of the computer via visual means.

As depicted in figure 1, let us take as our illuminant a
rectangular planar segment, oriented perpendicular to the z-
axis of the world coordinate system, and with corners lo-
cated at ($1aylaD)7 (x2ay1aD)5 (mlay%D)) ($2ay27D)' It
we ignore shadowing effects and assume that the position of
the surface patch is known (set to the origin of the world
coordinate system, X = 0,Y = 0,7 = 0), then the re-
flected light from a Lambertian surface patch with albedo p

and unit surface normal i = —22=Y_ jljyminated by a
V14+p2+4q?
uniform isotropic rectangular illuminant with unit radiance

1S:

I(p’q’p;th?a(ylay%D)): (1)
Y2 [Tz p(pa+qy—D
Y1 fm \/1+P2+‘12\/($2+y2+D2)3 dl‘dy
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Evaluating the inner integral gives us:

I(paqap;xlax27ylay2) = \/ﬁ ;/12(qy _D)

o _ a1 dy
(D24y2)y/D2+y2+a2  (D2+y2)y/D24y2+23

+ P Y2 P 1 _ 1 dy
Vitprte? T D\ VD e /Dyl
2
These integrals can be evaluated in closed form, but are
quite complicated. In particular, it can be seen that the
resulting equations are nonlinear with respect to the vari-
ables x1, x2,y1,y2, D. If we assume that these variables are
known, the equation in terms of the remaining unknowns is
quite simple.

plgF1 + F> + pF3)

1+ p2+q2

I(paqap;Daxlal'Zayl)y2): (3)

where

\/ﬁ
F, = log (.1'1 + +y; +.’L';)($2 +
(.1'1 ++/D? + y; + .1'1)(.2?2 +

Fy, = tan™! L1y2 —
2 D\/D2+y§+a:%

D? + yi + a3)
D? +y2 + 22)
“4)

T1Y1 > _
D D2+ 2+ 2
\/ yiTe 5)

tanfl T2Y2 _ T2Y1
D\/D2+y§+m§ D\/D2+yf+z%

Fy =1log <(y1 + VD +yi +a3)(y2 + VD +y3 +w%)>

(Y1 +VD? +yf +21)(y2 + V/D? +y5 + 23)

(6)

Equation (3) can be interpreted as expressing the inten-

sity of reflected light obtained from a single isotropic point
light source at infinity, with light source direction vector:

s = (F5, F1,—F5) )

and illuminant radiance:

R=\/F2+ F? + F} (8)

We can use this equivalent point-light-source at infinity in
standard shape-from-shading techniques. In particular, if we
have three different illuminant patterns, we obtain three dif-
ferent equivalent point light sources, and if their direction
vectors are not co-planar, we can use the images generated
by them in a 3-image photometric stereo algorithm. This al-
gorithm solves a system of 2 linear equations in p and ¢ [12].
Woodham points out (first derived in [11]) that any spatial
distribution of distant illuminants can be replaced by a single
distant point illuminant and still produce the same reflectance
map (assuming no part of the surface is shadowed for any
portion of the illuminants). We see that this extends to the
case of nearby illuminant distributions as well, although the
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particular equivalent point light source direction vector de-
pends on the location of the surface patch (in the case of
distant illuminants the equivalent point light source direction
vector is independent of the surface patch location).

For completeness, we will present here the solution pro-
cess for the 3-image photometric stereo problem, which is
quite straightforward. We begin by eliminating p:

P _ Iy )
Vit +¢ (qF? + F) +pF))
I/1+ 02 + a2
ov/1+p°+q (10)

P= qF) + FY + pFY)

where the superscript 0 indicates a specific configuration of
the illuminant. With this expression for p we can express the
image irradiance for a general configuration as:

(¢F{ + F3 + pFy)

I, = I 11

*(¢Ff + FY + pFy) (b
which can be rewritten as:

Ii(qFY + F3 + pFy) = Io(qF{ + F3 + pF}) ~ (12)

or
p(IoFi — LFY)) + q(IoFi — LFY) = LFy — I,Fi (13)

If we take measurements using two other illuminant config-
urations, [1,l> we get a system of two linear equations for
D, ¢
(IoF5 — ILFY) (LF{ —LFY) p
(IoFy = LF)) (LFf —LFY) )\ q
0 1 (14
[ LhF) - LyF,
T\ LFY - F}

So, given three measurements with different illumination
patterns, we can compute the slant, tilt, and albedo of a sur-
face patch with known 3-D position by simply solving a sys-
tem of two linear equations. If the illumination patterns are
known beforehand, the Fj’s can be precomputed. Thus the
solution process can be very fast. If we have more than 3 il-
luminant configurations, and their associated images, we can
use a Least-Squares approach to solve for p and q.

3. Arbitrary Illuminants

The technique that we have proposed involves illuminat-
ing a scene with three different constant radiance planar rect-
angular illuminant patterns. To obtain robustness to noise we
can extend the algorithm to use more than 3 images, via a
least-squares solution process. This process will take some
time, as the illumination patterns are presented sequentially.
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Figure 2. A sampling of the frames in the ex-
ample video sequence.

It could be useful if the presentation of the illumination pat-
terns also served other purposes at the same time. For ex-
ample, the planar illuminant could be showing a movie that
people are watching. The light cast on the audience could
then be used by our algorithm to produce depth maps or sur-
face normal maps of the audience, perhaps for use in a visual
user interface.

The question is then raised as to whether it is possible to
adapt our algorithm for arbitrary illuminants. In general the
integrals involved in computing the reflected light from the
arbitrary distributed illuminants are not expressible in closed
form, thereby complicating the solution process. If the il-
luminant, however, consists of an N x M element array of
rectangular planar segments, as is the case for a computer
monitor or a led video projection, we can represent the re-
sulting light field reflecting from the surface patch as

N m y g y
I, = ZZLf'p[QFfJ + Fy’ + pFy]
J /1 ‘F‘])Q + q2

where ij represents the radiance of the 4, jth illuminant
patch for illuminant configuration k.

This representation of an arbitrary illuminant is some-
what unappealing, since to compute its equivalent point-
light-source-at-infinity direction requires computing the F;s
for every illuminant patch. It would be nice if there was a
way to obtain these directions without this high computa-
tional load. Figure 3 shows the the distribution of equivalent

5)

i=1 j=1
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light source directions (projected onto the illuminant plane)
for a test video sequence of 152 different 32x32 pixel im-
ages used as illuminant patterns projected onto a rectangular
screen with D = 1,21 = —1, 20 = +1,y1 = —1,y2 = +1
(a sampling of the images in the video sequence is shown in
figure 2). Inspection of this distribution shows that most of
the directions are clustered about the Z-axis (i.e. perpendic-
ular to the illuminant plane). This is due to the global nature
of the computation of the equivalent light source directions,
which tends to average out contributions from different parts
of the illuminant array. This suggests that we could get a
good approximation to the equivalent light source directions
just by looking at low-spatial-frequency aspects of the illu-
minant field. Now, there are many spatial-frequency domain
representations of the illuminant field that could be used for
this purpose, but the most useful in the present context is the
so-called Walsh function representation [3]. The Walsh func-
tions form an orthogonal basis for square-integrable func-
tions and can therefore represent arbitrary illumination pat-

terns:
-08 N M
o] Li(z,y) = ZZ WD (2, y) (16)
0.4 i=1 j=1
-0.2
ok The use of Walsh functions to describe extended light source
distributions was proposed by Schechner et al [10]. Most im-
o2 portantly for the purposes of this paper, the Walsh functions
047 ‘ ' are all piece-wise constant, with values of either -1 or +1. As
0.6 such, a single Walsh function as an illumination pattern will
08l result in a reflected light intensity that is a sum of terms hav-
; ‘ ‘ ‘ ‘ ing the form given in equation (3). Thus, the reflected light
-1 -0.5 0 05 1 from an arbitrary illuminant can likewise be expressed as a

weighted sum of terms of the form (3), where the weights
depend on the coefficients of the Walsh transform of the ar-

. . . bitrary illuminant pattern.
Figure 3. The distribution of equivalent point HHraty riuminant pattetn

light source directions (projected onto the il- N M 3 By
luminant plane) for the projected video se- I - Z o plaF + FY + pFY]

quence, assuming D = 1,zy = —l,z5 = pr e Cij /1_|_p2_|_q2
+1ay1 = _17y2 = +1.

a7

where the cfj are the coefficients of the Walsh basis function

representation of the arbitrary illuminant distribution I3, (z, )

and the F};” are the F}, for the illuminant corresponding to the
th Walsh function.

As we have seen earlier each pattern of distributed illu-
mination can be replaced by a single distant illuminant. This
means that for every Walsh function there is a correspond-
ing distant illuminant. The arbitrary planar illuminant can
therefore be replaced with an equivalent single distant illu-
minant that is the vector sum of the individual Walsh equiv-
alent point light source directions, scaled by the equivalent
radiance, weighted by the coefficient of the corresponding
Walsh function in the Walsh transform decomposition of the

TEEE .2
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Figure 4. The Walsh functions of order 6 and Figure 5. The approximation of the video
less. frames shown in figure 2 using Walsh func-
tions of order 6 and lower.

arbitrary illuminant:

N M
Se= ) kg (18)
i=1 j=1
where o Ny e
§ = (Fy, FY,—Fy) (19) s

Figure 4 shows the Walsh functions of order 6 and less. -0.6f
In figure 5 we show the approximation of the video frames 04
shown in figure 2, using only the Walsh functions of order
6 and less. It is expected that a good approximation to the 02
equivalent light source direction for an arbitrary illuminant or
field can be obtained by a superposition of the Walsh func- 02f
tions of order 6 or lower, multiplied by the corresponding co- 0.4l
efficient of the Walsh transform of the illuminant field. The o6l
equivalent light source directions for each of the included
Walsh functions can be pre-computed, so the only signifi- o8y
cant computational expenses is incurred by the computation b 05 o o5 y
of the Walsh transform of the arbitrary illuminant field. But
this cost is not very high since we only need to compute the
first few coefficients, and not the complete Walsh transform,
and the computation of the transform only involves addition Figure 6. The distribution of equivalent point
operations. light source directions for the projected video

In figure 6 we show the equivalent light source directions sequence, as computed using the truncated
for the same video sequence as used for figure 3, save that Walsh function approximation of the video im-
we have used the truncated Walsh function approximation. ages.
It can be seen that they are quite similar to those obtained by
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Figure 7. The estimated radiance for the equiv-
alent point-light-source illuminants for both
the original and Walsh function approxima-
tions of the video sequence images.

looking at each pixel of the video illuminant. The standard
deviation of the difference in the actual versus approximate
equivalent light source unit direction vectors over the 152
video frames is (37.2,34.0,8.93) x 10~%.

In figure 7, we plot the estimated image radiances for
the equivalent point light sources corresponding to both the
original video sequence images, and to the Walsh function
approximations. The two plots almost completely overlap
each other, indicating that the coarse Walsh function approx-
imation of the video images does not significantly affect the
global illumination characteristics.

4. Handling Unknown Depths

The technique described above requires that the location
of the surface patch be known. If the camera viewing the
patch is far from the patch, with its image plane aligned with
the X-Y world coordinate plane, then the X and Y coordi-
nates of the patch can usually be determined from the image,
assuming proper calibration. The Z coordinate of the patch is
more difficult to compute from the image, however. Treating
D as an unknown and trying to solve for it from the equa-
tions is out of the question due to the nonlinearity. But we
can try to do a search for the proper value of D using an op-
timization criteria based on consistency between solutions.
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One approach to consistency testing is to take a num-
ber of illuminant sets consisting of three illuminant patterns
each, and for each of these sets measure the reflected light
from the surface patch. Then, using the equations developed
earlier compute the equivalent point light source directions
and radiances for each of the illuminants, under the assump-
tion of a given value for D. With this information we can
use the 3-image photometric stereo technique to obtain a so-
lution for p and ¢q. For each value of D in our search space,
we can compute the variance of the derived values of p and ¢
taken over the different illuminant sets. We then ascribe the
optimum D value to that which produces the smallest p and
q variance.

For the consistency testing approach to be practical, we
must be able to limit the search space for D. In many ap-
plications, such as in the case of a computer monitor illu-
minating a person sitting in front of it, the depth of the sur-
face patch may be known to lie within a certain range. We
can then constrain our search for the optimum depth value
to this limited range. To test this approach we carried out a
simulation of the situation where a small surface patch with
p = 0,9 = 0 was illuminated by a square planar illumi-
nant with D = 1,21 = y; = —1,29 = y2 = +1. The
illuminant patterns were taken from the 152-image video se-
quence described earlier. The measurements were simulated
using equations (3) (and using equations (4,5,6) to compute
the F’s), with added zero mean Gaussian noise. Three dif-
ferent measurement noise variances were tested: 0.1, 0.25,
and 0.5. The average noise free measurement value over all
of the images was 284, so the signal to noise ratios for the
simulations were quite high.

The resulting variances of the derived quantities p and ¢
are shown in figure 8 as a function of the assumed D values,
where the search interval for the D values was from 0.9 to
1.1.

For a measurement noise variance of 0.1 the minimum
variance in the computed p and ¢ values occurs at D = 1, for
which the mean values of p and g are p = —0.035 and ¢ =
0.0023. At higher measurement noise levels the minimum
computed variance point can shift away from D = 1. For
example, at a measurement noise variance of 1, the optimal
D is 1.1 (at one extreme of the search range). So it would
appear that this method for finding D does not work well for
noisy measurements. It must be kept in mind, however, that
only 3 images were used in the estimation of each p and ¢
value. If a least squares solution was used involving a larger
number of images, it is expected that the noise sensitivity
would decrease.

5. Discussion
In this paper we have looked at the possibility of estimat-

ing surface shape from images of the surface illuminated by
nearby rectangular planar illuminants. We showed that for a
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surface patch at a known location, the illuminant can be re-
placed by an equivalent point light source at infinity, and pro-
vided close form expressions for the equivalent light source
direction vectors and radiances. This equivalence permits
the application of standard shape-from-shading techniques
that assume point light sources at infinity. In particular, if
we have at least three illuminant patterns, with non-coplanar
equivalent point light source directions we can perform pho-
tometric stereo.

We also considered the case in which the illumination
field on the planar rectangular illuminant was not uniform.
This case can be handled by simply decomposing the illu-
minant field into an array of small rectangular sub-regions
(or pixels). This approach has the drawback of requiring
the computation of the equivalent point light source for each
of the illuminant pixels, which can be quite numerous. To
address this problem we used the intuition that the equiva-
lent point light source direction is dominated by the low spa-
tial frequency characteristics of the illuminant field. Thus,

S measurement a low-dimensional approximation in terms of spatial basis
- variance . . :
25\ 1 functions may suffice. For this purpose the Walsh function
2h\ - 8:;5 ] representation fits very well. The Walsh functions are piece-

wise constant, so that we can directly apply our closed form
equations for the equivalent point light source directions for
each of them, and a good approximation of the equivalent
point light source for an arbitrary illuminant field can be
had just by summing the point light source vectors for each
Walsh function, weighted by the respective coefficients of
the Walsh transform of the arbitrary illuminant.

There are a number of issues that remain to be properly
addressed before this technique will be practically applica-
2 0.95 ] 1.05 - ble. In the above analysis we have assumed that the surface

assumed D value patch is centered on the origin of the illuminant pattern (e.g.
X =Y =0). We can extend the analysis to non-zero values
of X, Y by shifting the origin of the illuminant pattern. This

log variance of p
and q estimates

Figure 8. The log of the variance of the com- will necessitate a re-calculation of the Walsh transform of the
puted p, ¢ values for a range of hypothesized illuminant patterns, thereby increasing the amount of compu-
D values (true value of D is 1). The different tation required. It may be possible to pre-compute much of
curves correspond to different noise levels in this.

the simulated intensity measurements. Perhaps the most significant problem with the proposed

approach, as in all methods that employ distributed illumi-
nants is that of shadowing. In the algorithm presented above,
we assumed that the extent of the distributed illuminant is
such that no part of the illuminant is self-shadowed by the
planar patch. Clearly, this restricts both the size of the illu-
minant that we can use, as well as the range of patch tilts that
we can measure. The problem becomes worse once we allow
our surface patch to become part of an extended surface, as
remote parts of the surface can possible cause shadowing of
portions of the illuminant.

We could handle the shadowing problem with an active
approach, whereby a limited extent illuminant is scanned
across the illuminant plane. This approach has two main
drawbacks - increased measurement time due to the scan-
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ning, and reduced signal to noise ratio due to the reduction
in the illuminant’s spatial extent.

Another possible remedy is to use the discontinuous na-
ture of the shadowing process. We could make small changes
to the illuminant distribution and look for discontinuous
jumps in the light reflected from the surface as indications
of the presence of shadowing. The magnitude of the jumps
could perhaps be used to compensate for the effect of the
shadowing.

Another issue is the nature of the surface’s reflectance
model. In this paper we assume a Lambertian model. Much
of the theory applies to non-Lambertian models, however.
The details will vary, and in most cases the equations will
be nonlinear in p and ¢, making the solution difficult. For
mirror-like specular surfaces the equations may be quite sim-
ple, as shown by Ikeuchi [5] in his work employing a planar
light source to illuminate a specular surface.

Perhaps the most intriguing potential application of this
theory lies in obtaining shape information of people’s faces
as they view a computer monitor, a television show, or movie
screen. This shape information could be used, for example,
to recognize a viewer’s identity, for purposes of authentica-
tion, or providing viewing material tailored to the actual au-
dience.
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