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Abstract

We propose that left- and right-half-occlusion regions
contain information that can distinguish between stereo-
scopic and pseudoscopic display conditions. A machine
vision method is presented based on this idea, which de-
tects pseudoscopy using only the histograms of left and right
half-occlusion pixel locations.

Two psychophysical experiments are described which
study the ability of human viewers to detect, or be influ-
enced by, pseudoscopic display. The results of this study
show that, during free viewing of HD 3D video imagery,
humans judged pseudoscopic imagery to be of lower qual-
ity than stereoscopic imagery. Subjects performed at a 72%
rate in deciding whether a short 5-second video clip was
presented stereoscopically or pseudoscopically. Subjects
were observed to fixate on half-occlusion regions with a fre-
quency of 15.8%, as opposed to a frequency of 7.8% indi-
cated by random chance. Viewers more frequently (17.4%)
fixated on half-occlusion regions when making correct de-
cisions then when they were incorrect (11.9%).

1. Introduction - Stereoscopy and Pseudoscopy
Three-D stereoscopic movies are currently a staple of the

commercial cinema market. They provide viewers with a
sense of depth by displaying separate images to their left
and right eyes, mimicking the binocular parallax that would
be seen by their eyes in viewing a real scene in the world. If
the illusion of depth is to be produced correctly, the image
captured by the left-hand film camera must be presented to
the viewer’s left eye and the image captured by the right-
hand camera must be presented to the viewer’s right eye.
If the images are reversed, or pseudoscopically, so that the
left eye sees what the right eye should see and vice-versa, a
peculiar perception is engendered where objects or people
that should be in the foreground now appear as though seen
through holes in the background. Clearly, when playing a
3D movie, care should be taken so that the stereo images

are presented to the correct eyes.
The detection of a pseudoscopic display condition is

deceptively difficult. Viewers may feel that something is
amiss, but often do not sense any problem with their depth
perception. A pioneer in 3D movies, Chris Condon (in [19],
chapter 2, page 14) recounts a prime example of this in the
early days of 3D cinema:

... if the projectionist is not careful, or he mis-
threads or missplices the film, the whole darn
thing will go in reverse. I had seen that happen
with Friday the 13th Part III in a theater in North
Carolina. I walked in in the middle of the pic-
ture, and here it is in reverse. It’s running pseudo-
scopically, and 150 people in the audience were
just sitting there watching the film with the 3-D
turned inside out. So I went up to the projection
booth and I tried to tell the guy. And he says, ”No,
you’re not allowed to be in here.” I said, ”Look.
My name is Chris Condon. I’m very experienced
in this field. You’ve got it misframed. It’s in re-
verse. He said, ”No, it looks fine to me.”

Anecdotal evidence aside, it is an interesting question
as to whether viewers of 3D films are, in fact, able to de-
tect pseudoscopy. If they are, then it is of scientific in-
terest to understand how they do it, and to identify condi-
tions in which pseudoscopy will be fatiguing to the viewer
or prevent easy assimilation of displayed information. It
is also important to develop machine vision techniques for
detecting pseudoscopic display conditions based on mod-
els of human perception so that problematic viewing con-
ditions can be detected and corrected automatically. In this
paper we describe a psychophysical study on human detec-
tion of pseudoscopy, and also present an automated method
for pseudoscopy detection. We suggest that viewers make
use of information related to half-occluded regions to de-
cide whether a movie is being presented pseudoscopically,
and also present a computer vision technique for detecting
pseudoscopy based on analyzing half-occluded regions.
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2. Half-Occluded Regions in Stereoscopy and
Pseudoscopy

To help understand the reasoning behind our proposal,
we will first review the concept of half-occlusion. In vision,
an occlusion occurs when an opaque object lies in the line
of sight between the viewer and another object. The object
in front occludes the object behind, preventing it from being
seen.

The presence of an occlusion depends on the line of
sight. Thus, an object that is occluded from one view-
point may be visible, or unoccluded, from another view-
point. This can happen even when two viewpoints are very
similar, such as in the case of the two eyes in our heads. Be-
cause each eye has a slightly different viewpoint from the
other, an object could be visible in one eye, but occluded in
the other. This situation is known as half-occlusion, since
the view of only one of the eyes is occluded.

Half-occluded regions are problematic for stereo vision,
since these regions generally do not have any match or cor-
responding points in the other view, making measurement
of binocular disparity impossible. However, half occlusions
can be useful, as they provide powerful cues to other infor-
mation such as object boundaries, depth discontinuities, etc.
In particular, they provide information which can be used to
help decide whether a given stereo image pair is presented
stereoscopically or pseudoscopically.

Figure 1 shows the location of half occluded regions in
a simple scene consisting of a flat object in front of a back-
plane. In a stereoscopic presentation the left eye sees the
left-half-occlusion region (which is the region which the left
eye can see but the right cannot) at the left edge of the front
object. The right eye sees the right-half-occlusion region
(which is the region which the right eye can see but the left
eye cannot) at the right edge of the front object.

In the case shown in figure 1 of an object in front of
the background, it can be seen that, in the case of stereo-
scopic display, the right-half-occlusions are to the right side
of the foreground object, while the leftt-half-occlusions are
to the left side. This pattern is reversed in the pseudoscopic
display. If we knew we were looking at this type of a sim-
ple scene then we could determine whether the display is
stereoscopic or pseudoscopic just by taking the difference
of the x-coordinate of the right-half-occlusions and the left-
half-occlusions. If this difference is positive then the dis-
play is stereoscopic. If it is negative then the display is
pseudoscopic.

However, one could have a scene such as that shown in
figure 2, in which the background plane is being viewed
through a small hole in the foreground plane. In this case the
locations of the left and right half occlusions are reversed
from what they were in the case of a the foreground object
occluding the background. Thus it would seem that a simple
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Figure 1. The left and right half-occluded regions in a simple scene
of a small planar object in front of a planar background. Shown
at the bottom are depictions of the left and right images in stereo-
scopic (top) and pseudoscopic (bottom) display. The black regions
correspond to images of the background and the grey regions to the
images of the foreground object. The red regions correspond to the
half-occlusions. The disparity levels for the image regions are also
shown. The disparity of the near object are higher than that of the
background. There is no disparity defined in the half-occlusion
regions.

differencing of the right and left half occlusion locations
would not help in detecting pseudoscopy.

However, in most scenes encountered in practice dur-
ing the filming of 3D movies, the number of foreground
objects occluding background objects is generally much
higher than the number of holes in the foreground objects.
Thus, the situation in figure 1 dominates over that of figure
2, and we can reliably use the left-right occlusion location
differences to determine whether the imagery is presented
normally or pseudoscopically. In practice we would com-
pute the centroids of all of the left and right half-occlusion
pixels in the imagery and use the difference of the centroids
in deciding whether the display is pseudoscopic.

It is interesting to note that, when a scene is viewed pseu-
doscopically, the occluding foreground objects appear to be
background objects viewed through holes the exact shape
of these objects. It may be the unnatural preponderance of
such “holes” perceived in pseudoscopic imagery that leads
to the feeling on the part of the viewer that something is
wrong with the imagery.

Even in naturally occuring scenes, there may be roughly
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Figure 2. The left and right half-occluded regions in a simple scene
of a planar background being viewed through a hole in the fore-
ground plane. Shown at the bottom are depictions of the left and
right images in stereoscopic (top) and pseudoscopic (bottom) dis-
play. The disparity levels for the image regions are also shown.

equal numbers of “holes” and occluding objects. In this
case our right-left occlusion difference method will not
work. This type of situation would reveal itself by a rela-
tively low difference value. For such cases we need to use
another approach. One such approach suggested by Aki-
mov et al. [1] is to observe the appearance (say of the
intensity, color, or the texture) of the visible part of the
half-occlusion regions as compared with the foreground and
background regions. While it is true that we cannot compute
a meaningful disparity value for the half-occlusion regions,
we can see that the visible half of the half-occluded region
generally looks similar to the background region rather than
to the foreground region. This is because it is the back-
ground that is being occluded and hence not visible in the
other image. In the pseudoscopic display this effect is re-
versed and the visible part of the half-occluded regions ap-
pears similar to that of the nearer object (the one with higher
disparity). This is the case no matter whether we have the
situation of a foreground occluding object or that of a hole.
Thus, this method of pseudoscopy detection will work in
situations where we have an equal preponderance of occlud-
ing objects and holes.

The computational complexity of texture similarity that
is needed for the half-occlusion texture comparison method
is generally much greater than that of the left-right half-

occlusion difference method. As real-time operation is im-
portant for detecting pseudoscopy, we will primarily use the
latter method.

3. A Computational Technique for Detecting
Pseudoscopy

There have not been many computational techniques pre-
sented in the literature for the detection of pseudoscopy.
Notable methods include Lee et al. [11] and Akimov et
al. [1]. The approach of Lee et al. is based on doing a fore-
ground/background decomposition of the images, followed
by a disparity comparison. The idea is that the disparity of
the foreground objects should be less (more negative) than
the disparity of the background objects. If this comparison
is reversed then the display is judged to be pseudoscopic.
This approach can work well as long as the foreground and
background can be effectively separated, and that the back-
ground is actually behind the foreground (for example, a
tilted background may have some parts that lie in front of
foreground objects). The foreground/background segmen-
tation can be computationally expensive, in addition to the
required disparity measurement. The method proposed by
Akimov et al. is based on an analysis of the occluding re-
gions. They generate a weighted probability measure which
combines the width of the occlusion region, and the strength
of edges that are closest to the points in the occlusion region,
weighted by the distance of the occlusion point to the edge
segment. The idea is that the closest edges are assumed to
be those of the occluding object, and hence the direction
to this edge will identify whether the occlusion is a left or
right occlusion. This method will work well when the edge
assumption is true, but will fail when the background has
strong edges, such as when the background is highly tex-
tured.

In this section we describe a novel computational method
for detecting pseudoscopic image presentation. Our ap-
proach is similar to the Akimov et al. method in that it
analyzes the half occlusion regions, but uses a simpler com-
putation - that of computing centroids of the region points,
rather than computing edge maps and the weighted distance
measures.

Our technique involves four main steps: (1) Left-Right
and Right-Left Disparity Estimation; (2) Half-Occluded Re-
gion Detection; (3) Blur-based Masking of Erroneous Half-
Occluded Regions; (4) Right-Left Half-Occlusion Region
Centroid Difference Measurement. In practice, steps (1)
and (2) are combined in an iterative process, where the com-
puted disparity is used to find the occlusions, which are then
fed back to improve the disparity computation. The overall
combined process is depicted in Figure 3.
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Figure 3. Flowchart outlining the process of half occlusion detec-
tion

3.1. Disparity estimation

There are many disparity estimation algorithms to
choose from in the computer vision literature. The over-
all goal of our work is to provide real-time on-set assistance
for cinematographers or people working on 2D-3D image
conversion. Therefore, along with the accuracy of the depth
map we would also like our method to be as computation-
ally efficient as possible. Local disparity estimation meth-
ods are generally simpler than global methods, requiring
minimal effort in the optimization phase and are generally
highly parallelizable. But the quality of their estimates are
usually far from that of globally optimized methods. The re-
sults tend to be either ”blocky” or ”unsmooth” based on the
window size as cost functions are defined and aggregated
over rectangular windows. An aggregation or filtering op-
eration that does not uniformly filter across the rectangular
window would be an ideal methodology. This would allow
us to retain the simple and parallelizable approach of local
methods as well as achieve better looking results. He et al.
introduced a novel filtering operation called the guided fil-
ter in [7]. In [15] this filter was used, among other tasks, to
compute disparities. Hosni et al. [8] further explored uti-
lizing this filter to implement a local stereo correspondence

algorithm. The real-time performance of this method makes
it suitable for our purposes.

As our pseudoscopy detection algorithm needs both the
left and right half-occlusion regions, we need to compute
the disparities of both the left and right images.

3.2. Incorporating Occlusion Constraints in dispar-
ity estimation

The second stage of our method is the detection of half-
occlusion regions. There are many methods available for
finding occlusions. Humayun et al. [9] provide an effec-
tive machine-learning based method which learns to detect
points which become occluded from frame-to-frame within
a video. Our need, however, is for a method which can
find half-occlusions which are distinct from dynamic occlu-
sions/disocclusions. The approach follows the philosophy
of Belhumeur and Mumford [2], who showed how half-
occlusion information can be integrated with the disparity
estimation process.

We obtained the half occlusions from our initial estima-
tion of the disparity map. We can adjust the cost function
used in the disparity estimate optimization and obtain an
updated disparity map that accounts for the half occlusions.
We can iteratively update the disparity estimates and the
half occlusion estimates till the change becomes minimal.
Even with the iterative approach the half occlusion estima-
tion will not always be perfect due to the presence of noise
in the disparity estimate. Therefore some post processing
steps are applied to the half occlusion estimates from the
iterative process. The first post processing step involves ap-
plying a morphological operator to the estimate. Specifi-
cally a morphological closing (dilation followed by an ero-
sion) operation is performed to close up holes in the es-
timates of half occlusion. Following this, a size filter is
applied to the output to remove small noisy specks in the
estimate. The last step of post processing involves utilizing
some information regarding half occlusions as opposed to
general image processing techniques. Half occlusions are
guided by the location of the camera and the difference in
depth between the occluding and occluded surfaces. The
width of the half occlusion region is dictated by these fac-
tors. We can utilize this information to enforce the width of
the half occlusion in terms of pixels in our own estimate and
improve the results. The stereo rectification process yields a
pair of images that mimic the geometry of images captured
using parallel configuration whereas the disparity serves as
a representation of the depth. Hence, the width of the half
occlusions, in terms of pixels, can be represented by the
disparity difference between the occluding surface and the
occluded surface. But these occluded surfaces do not have
a reliable disparity estimate as they do not have any match-
ing points. The closest pixel that is not a half occlusion
is searched for to compute this disparity difference. In the



left half occlusion regions, this search for reliable pixels is
conducted to the left of the half occlusion region and to the
right of the half occlusion regions in the right image. This
is because half occlusions exists on the left side of depth
boundaries on the left image and on the right side of the
depth boundaries in the right image as has been touched
upon previously. Utilizing these final steps we obtain our
estimation for half occlusion regions in both the left and
right images, while obtaining a refined disparity estimate in
the process.

An example of the application of our half-occluded re-
gion finding algorithm is shown in Figure 5, which shows
the half-occluded regions associated with the stereo image
shown in Figure 4.

Figure 4. A single stereo frame from the 3D video test set.

Figure 5. The half occlusion regions detected by our approach.
Black regions are the left-half-occlusions and white regions are the
right-half-occlusions. The two half-occlusion maps are overlaid
onto a single image for ease of display.

3.3. Removing Spurious Half-Occlusions using a
Blur Mask

It may be seen in examining multiple frames of a video
that some of the half-occluded regions found by our ap-
proach are spurious, in that they do not persist from frame-
to-frame, or change shape radically over time. Such spuri-
ous regions tend to arise in uniform intensity, or low-texture,
regions of the image. The disparity computation in these
regions gives spurious results, mainly responding to image-
noise induced structures. These spurious half-occlusion re-
gions should be filtered out before making use of the half-
occlusion information in detecting pseudoscopy.

The standard approach to detecting spurious disparities
is to detect, and mask out, image regions of uniform inten-
sity or low texture. We do this, but with a slightly different

interpretation of the problem. That is, we look for image re-
gions that are blurred, or out-of-focus. Image blur is a spe-
cific mechanism by which texture is reduced, and intensity
becomes more uniform. We use image blur, or de-focus,
as it is intentionally present in many 3D movies. Focus is
a means by which cinematographers draw attention of the
viewers to different parts of the scene. It is frequently used
to add to the storytelling aspect of a movie. By determining
the regions that are blurry and the extent of that blur, we
essentially have an estimation of focus areas as well. Some
methods explored in literature aim to classify an overall im-
age as blurry. Along with the classification an extent of the
blur is also stated. Such methods are seen in [17] and [13].
Each paper follows its own approach, [13] taking a prob-
abilistic approach to blur detection whereas [17] analyses
the edges in the image using Haar wavelet transform. These
works perform relatively well in determining whether the
image is blurry or not. However, classifying an entire im-
age as being blurred or sharp along with a measure to report
the extent of this blur is not useful for our purpose. We need
to determine which regions within the image are out of fo-
cus and which regions are in focus. To that end we make
use of the technique of Su et. al [16]. They do a singular
value decomposition (SVD) analysis of the image.

The singular values of the SVD image decomposition
are arranged from largest to smallest. So by using the first
k weights, the small weights at the end are discarded and
an approximation is obtained without losing too much de-
tail. This is similar to what happens during image blur-
ring. The large scale details of an image are retained (such
as rough shapes) while smaller scale details are discarded.
Interpreting this in terms of eigen-images, the smaller sin-
gular values that relate to small scale details bear smaller
weights for blurred images. This leads to the conclusion
that the first few most significant eigen-images therefore
have higher weight for a blurry image compared to that of
a clear image. This can be extended to finding the amount
of blur in regions of a single image. The image can be anal-
ysed in local patches around each pixel and SVD is used to
calculate the singular value for the patches. The focus (as
opposed to blur) level at a pixel is given by the following
ratio

Fp = 1−
∑k

i=1 λi∑n
j=1 λj

(1)

This equation is applied to each pixel in the image to obtain
pixel-wise dense estimates of focus.

Figure 6 shows the effect of applying the blur mask to
the half-occlusion regions of Figure 5. It is evident that the
spurious half-occlusion regions have been greatly reduced.



Figure 6. The half-occlusion regions passed by the blur mask. Spu-
rious occlusions have been filtered out.

4. Detecting Pseudoscopy from Half-Occluded
Region Centroid Differences

Once we have detected the left- and right-half-occluded
regions for a stereo image pair, we form the histogram of
horizontal coordinates of the pixels in the half-occluded re-
gions. From the histogram we can compute the centroids of
the right- and left-half-occlusion regions, and compute the
difference between them.

An example of such a histogram is shown in Figure 7.
The peaks in the histograms indicate the locations of the
largest half-occluded regions. The centroid of the left-half-
occlusion regions is left (lower x-coordinate) of the cen-
troid of the right-half-occlusion regions, which under our
assumption implies a stereoscopic presentation.

In this example, the difference between the centroids is
95.07. The Recall/Precision curve shown in Figure 8 shows
the effect of the threshold on the centroid differences on the
performance of the pseudoscopy detection.
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Figure 8. Precision vs. Recall of the centroid-difference pseu-
doscopy detection method as a function of the centroid difference
threshold value (varied from 0 to 50). This curve is computed over
the frames from all 52 video clips.

5. Detection of Pseudoscopy by Viewers of 3D
Video

We have seen in the previous section that half-occlusion
regions do have information which permits the detection
of pseudoscopic display conditions. In this section we de-
scribe two psychophysical experiments that study whether
humans can detect pseudoscopy and whether they make use
of half-occlusion regions to do so.

5.1. General Experimental Setup

In the experiments subjects viewed 3D movies displayed
on a 23 inch LG D2343p passive 3D display. The viewing
distance was set to 85 cm. This distance was selected fol-
lowing the the optimal viewing distance from the specifica-
tions [12] of the monitor (90 cm), the ITU recommendation
for such experiments [10] of 3.1H (88.97 cm). At the pre-
scribed distance of 85 cm, a display pixel (0.2652× 0.2652
mm) forms a visual angle of ≈ 64 seconds of arc.

The video stimuli used in both experiments was selected
from five different publicly available 3D video databases
assembled by European and Australian research groups [3,
4, 5, 6, 18]. Out of 135 short videos, 52 clips were selected.
The clips were selected from the lot of clips that did not
present any stereo defect to our knowledge. For instance,
videos with stereo window violations were removed. Each
video was full-color HD resolution. A frame of one of the
selected videos is shown in figure 4.

The binocular gaze directions of the viewers’ eyes were
also tracked during the experiment. This was done using a
Tobii X-120 eye-tracker, which is placed directly below the
display screen. This provides gaze data for each eye syn-
chronized to each video frame. Special purpose 3D video
player software was created, which maintains synchroniza-
tion with the display refresh cycle and the eye-tracker data
stream. For 3D viewing, no shutter glasses could be used
since they block the sight of the eye-tracker cameras. A
passive 3D display was selected, employing circularly po-
larized glasses as a mean of separating left from right, iden-
tical to the ones used in RealD theatres. To maintain a sta-
ble geometric relationship between the screen and the eye-
tracker throughout the experimentation, an adjustable sta-
bilization jig was machined by combining a copy stand, a
VESA monitor mount, workshop clamps and various hard-
ware. Calibration of the eye tracker was performed before
the start of each subject’s experiment.

5.2. Methodology - Experiment 1

The goal of the first experiment was to determine
whether pseudscopic display influenced viewers’ perceived
image quality.

A group of 10 naive subjects viewed each of the 52 clips
for a total viewing time of 20 minutes. Half of the videos
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were presented stereoscopically, and the other half, pseu-
doscopically. The stereo/pseudo halves were interchanged
between each participant. For each video, 5 participants
saw the stereo version and the 5 others viewed the pseudo
version. Also, the video presentation order was shuffled to
avoid fatigue induced bias in the results. The viewers were
not given any specific task to carry out while viewing the
movie clips, and they were free to focus on whatever as-
pects of the movie they wished.

After each video, the participants were asked to report
their impression of the depth quality on an integer valued
scale ranging from 1 to 5, labelled “Bad”, “Poor”, “Fair”,
“Good” and “Excellent” as suggested in [10]. Apart from
providing valuable data, this task helps to ensure participant
focus throughout the video presentation.

5.3. Results - Experiment 1

The opinion scores on the quality of depth lead to the dis-
tribution shown in the histogram of figure 9. There is some
overlap in the two distributions, but overall, with an opti-
mal threshold (DQ < 4⇒ pseudoscopic), learned through
a random 10-fold cross validation, we can correctly detect
pseudoscopy from raw1score ≈ 76% (394/520) of the time.
In most cases, a good “depth quality” (DQ ≥ 4) is per-
ceived in the stereoscopic class of videos. What is more
interesting though, is what happens for ≈ 24% (126/520)
of the samples where the quality score cannot be used to
predict pseudoscopy.

Out of the incorrectly classified 126 samples, 46 (≈
37%) are false positives. These samples were wrongly clas-
sified as pseudoscopic according to the depth quality score.
From these errors, three videos were mainly concerned. The
videos come from the Sigmedia Stereo Video Database[4]
which is characterised by a soft focus. Moreover, the con-

1It was observed that a classifier based on a per-subject standarised
dataset leads to very similar results.
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cerned videos are poorly illuminated. Both image character-
istics significantly reduce the photometric contrast, which
may explain the confusion.

For 38 out of the 52 videos some participants gave a high
depth quality score of 4, or 5, even if the video were shown
pseudoscopically. These false negative events account for
≈ 63% (80/126) of the errors of the classifier. This data
confirms the observation of [19] cited in introduction: it is
often hard to detect pseudoscopy.

For four of the videos, a large variability of quality scores
is observed whether they are presented stereoscopically or
pseudoscopically. We found that these videos are char-
acterised by a low photometric and stereoscopic contrast.
Also it was found that two of these videos have a signif-
icant camera alignment problem that was undetected pre-



viously. These videos alone account for 21 out of the 126
errors (≈ 17%) made by our threshold classifier. On the
other hand, a group of 16 videos is attributed a high score
when viewed stereoscopically and scored low when viewed
pseudoscopically. These video were found to bear large and
horizontally aligned disparities. Spurious low quality scores
for these videos account for ≈ 7% of the errors in our clas-
sifier.

5.4. Methodology - Experiment 2

We have seen that half-occluded regions can be used
in a computer vision algorithm to detect pseudoscopy. In
the second experiment we analyzed the eye movements of
viewers that were captured when viewers were specifically
instructed to detect the occurence of pseudoscopy (as op-
posed to the free viewing task of experiment 1). In this ex-
periment only 4 subjects were studied. Each subject viewed
short (5-seconds long) extracts of the video clips used in ex-
periment 1. Each subject viewed a total of 217 of the short
video clips. Half of the clips were presented normally, while
the other half were presented pseudoscopically. The presen-
tation mode was randomized. The subjects were instructed
to indicate at the end of each trial whether they thought
the images were presented pseudoscopically or stereoscop-
ically.

The half-occluded regions for each video frame was ex-
tracted using the techniques described earlier in the paper.
Extracting the disparity maps for HD videos is quite com-
putationally expensive. For convenience, the computing
cluster of a local video FX company was used for this pur-
pose, with the computation of the nearly 30,000 HD video
frames distributed among 32 machines, totalling 768 3.4
GHz processing cores and 1.0 terabyte of memory. Even
with such hardware, and reducing the HD resolution by
half, the computation took around 8 hours. The selected
algorithms for stereo matching and focus estimation can be
efficiently ported to GPU-based machines for a significant
speedup.

The eye movement data was analyzed and filtered to ex-
tract fixations. We used the Tobii I-VT algorithm [14] to
detect fixations in our gaze data. This merges fixations that
are close in time and space (within 50ms and 0.01 rad / 0.57
degrees). A fixation was deemed to be at a half-occlusion
if more than 50% of the gaze samples within a fixation are
within 5 pixels of the detection half-occlusion regions. The
number of such fixations was tabulated for each trial.

5.5. Results - Experiment 2

The results of experiment 2, pooled across the 4 subjects
(total of 868 trials), are summarized in Tables 1 and 2.

The fraction of correct responses was 0.72, which is very
close to the performance observed in the free viewing case
(experiment 1) when assuming that the differences in the

TP: 243 FP: 57
TN: 379 FN: 189

Table 1. Numbers of True Positives (TP), False Positives (FP),
True Negatives (TN), and False Negatives (FN) for detection of
pseudoscopy in experiment 2. Results are pooled across all 4 sub-
jects, for a total of 868 trials.

viewer’s quality judgements were related to detection of
stereoscopy/pseudoscopy.

The Recall for the 868 trials was 0.56 while the Precision
was 0.81. While better automated results might be obtain-
able using a method that employed information beyond the
half-occlusions (e.g. [11]), it is interesting that the human
performance is comparable to that obtained by the machine
vision approach based on half-occlusion regions.

The question arises whether there is any evidence that
humans use the half-occlusion regions in making their de-
cision regarding pseudoscopy. One way to judge this is to
look at whether viewer’s eye movements are preferentially
directed towards half-occlusion regions. The results sum-
marized in Table 2 suggests that this is indeed the case.
First, 15.8% of eye fixations are made to half-occlusion re-
gions over all trials, as compared to just 7.8% if fixations
were made to random locations. Secondly, the number of
fixations made to half-occluded regions is similar whether
the display is stereoscopic or pseudoscopic. However, it
is seen that in trials where the viewer correctly decided on
pseudoscopy versus stereoscopy, the fraction of fixations
on half-occluded regions rises to 17.4% whereas it falls to
11.9% when the viewer answered incorrectly. The latter
number is approaching the value (7.8%) that would be ob-
tained with a uniform random fixation location. This sug-
gests that viewers are better able to distinguish between
stereoscopic and pseudoscopic display if they look at the
half-occlusion regions.

All: 0.158
Stereo: 0.160
Pseudo: 0.156
Correct: 0.174 (S.E.: 0.0016)
Incorrect: 0.119 (S.E.: 0.0018)
Image: 0.078

Table 2. Fraction of fixations made to half-occlusion regions. All:
all trials. Stereo: all stereoscopic trials. Pseudo: all pseudoscopic
trials. Correct: all trials in which the subject answered correctly.
(S.E. is the standard error). Incorrect: all trials in which the subject
answered incorrectly. Image: the ratio of pixels within 5 pixels of
a half-occlusion region to the total number of pixels in the image.



6. Conclusion

This paper shows that there is information present in the
left- and right-half-occlusion regions that can distinguish
between stereoscopic and pseudoscopic display conditions.
A machine vision method is presented that detects pseu-
doscopy using only the histograms of left and right half-
occlusion pixel locations.

Two psychophysical experiments were done that inves-
tigated the ability of human viewers to detect, or be in-
fluenced by, pseudoscopic display. It was found that, dur-
ing free viewing of HD 3D video imagery, humans judged
pseudoscopic imagery to be of lower quality than stereo-
scopic imagery. It was also found that humans performed at
a 72% rate in deciding whether a short 5-second video clip
was presented stereoscopically or pseudoscopically. During
these detection tasks, viewers fixated on half-occlusion re-
gions at a much higher frequency than would be indicated
by random chance. It was observed that viewers more fre-
quently fixated on half-occlusion regions when making cor-
rect decisions then when they were incorrect.

Our conclusion is that humans are able to distinguish
pseudoscopic display from stereoscopic display, and that
they fixate on half-occlusion regions in doing so.
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